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The Emergence of LLM-based Multi-Agents

Guo, Taicheng, Xiuying Chen, Yaqi Wang, Ruidi Chang, Shichao Pei, Nitesh V. Chawla, Olaf Wiest, and Xiangliang Zhang. "Large language model based multi-agents: A survey of progress and challenges." arXiv preprint arXiv:2402.01680 (2024).



Single-Agent vs. Multi-Agent 

150

Single-Agent Multi-Agent

One LLM agent 
instance

Multiple LLM agent instances

Additional designs:
● Task decomposition
● Orchestration 

Use cases:
● Complex problem solving
● Social simulation 



Why Is Multi-Agent Preferred

● Single agent is not strong enough!

● An easy-to-use prompting for effectiveness 
● Test of time compute

○ Parallel & easy to scale 
● Different agents represent different expertise
● Decentralized control & Privacy-persevering 

○ Maintain data access control 
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Key Principles of Multi-Agent System

❏ Agent initialization
❏ Profiling via persona or expertise; task decomposition

❏ Orchestration process
❏ Coordinate different agents

❏ Agent team optimization
❏ Optimize an existing agent team; agent selection
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Key Principles of Multi-Agent System

➢ Agent initialization
➢ Profiling via persona or expertise

❏ Orchestration process
❏ Coordinate different agents

❏ Agent team optimization
❏ Optimize an existing agent team or agent selection
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Agent Initialization via Persona Description 

154Park, Joon Sung, Joseph O'Brien, Carrie Jun Cai, Meredith Ringel Morris, Percy Liang, and Michael S. Bernstein. "Generative agents: Interactive simulacra of human behavior." In Proceedings of the 
36th annual acm symposium on user interface software and technology, pp. 1-22. 2023.



Agent Initialization via  Roles and Actions

155Chen, Dong, Shaoxin Lin, Muhan Zeng, Daoguang Zan, Jian-Gang Wang, Anton Cheshkov, Jun Sun et al. "CodeR: Issue Resolving with Multi-Agent and Task Graphs." arXiv preprint arXiv:2406.01304 (2024).

https://arxiv.org/pdf/2406.01304


CODER: Actions for Each Agent
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Key Principles of Multi-Agent System

✓ Agent initialization (task decomposition)
✓ Profiling via persona or expertise

➢ Orchestration process
➢ Coordinate different agents

❏ Agent team optimization
❏ Optimize an existing agent team or agent selection
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Coordinate Multi-Agents via LLM Debate

158

● Multiple LLM agent 
instances 

● Propose and debate their 
individual responses 

● Reason over multiple 
rounds for final answer

Du, Yilun, Shuang Li, Antonio Torralba, Joshua B. Tenenbaum, and Igor Mordatch. "Improving factuality and reasoning in language 
models through multiagent debate." arXiv preprint arXiv:2305.14325 (2023).

https://arxiv.org/pdf/2305.14325
https://arxiv.org/pdf/2305.14325


Illustration of the LLM Debate Process
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Illustration of the LLM Debate Process
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Coordinate Multi-Agents via LLM Debate

161

Control the duration of debates by using prompts that can 
induce long and short form debate. 



Coordinate with Task Specifier  

162Li, Guohao, Hasan Hammoud, Hani Itani, Dmitrii Khizbullin, and Bernard Ghanem. "Camel: Communicative agents for" mind" exploration of large language 
model society." Advances in Neural Information Processing Systems 36 (2023): 51991-52008.



Coordinate with Multi-Agent Conversation

AutoGen enables diverse LLM-based applications using multi-agent conversations. 
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Coordinate with Multi-Agent Conversation

164

Define agents

Customizable 

Enable agents to interact 

Conversational programming 

Wu, Qingyun, Gagan Bansal, Jieyu Zhang, Yiran Wu, Shaokun Zhang, Erkang Zhu, Beibin Li, Li Jiang, Xiaoyun Zhang, and Chi Wang. "Autogen: 
Enabling next-gen llm applications via multi-agent conversation framework." arXiv preprint arXiv:2308.08155 (2023).



Coordinate with Multi-Agent Conversation
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Coordinate with Orchestrator 

166https://www.microsoft.com/en-us/research/publication/magentic-one-a-generalist-multi-agent-system-for-solving-complex-tasks/



Magentic-One has an 
Orchestrator agent with 
two loops: an outer loop 
and an inner loop. 

The outer loop manages 
the task ledger and the 
inner loop manages the 
progress ledger (containing 
current progress, task 
assignment to agents).
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Key Principles of Multi-agent System

✓ Agent initialization (task decomposition)
✓ Profiling via persona or expertise

✓ Orchestration process
✓ Coordinate different agents

➢ Agent team optimization
➢ Optimize an existing agent team; agent selection
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Agent Team Optimization via Agent Selection 

169

Liu, Zijun, Yanzhe Zhang, Peng Li, Yang Liu, and Diyi Yang. "Dynamic llm-agent network: An llm-agent collaboration framework with agent 
team optimization." COLM 2024.
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Agent Team Optimization via Agent Selection 



Impact of Optimized Agent Team Size
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Key Principles of Multi-agent System

✓ Agent initialization (task decomposition)
✓ Profiling via persona or expertise

✓ Orchestration process
✓ Coordinate different agents

✓ Agent team optimization
✓ Optimize an existing agent team; agent selection
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Takeaways from Multi-Agent Systems

❏ Effective prompting & different agents represent 
different expertise

❏ Parallel & test time compute 
❏ Decentralized control & privacy-persevering 
❏ Easy to integrate existing techniques around 

prompting, reasoning, planning, memories … 
❏ Easy to integrate other models, modalities, web 

browsing, tools…
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Safety in LLM Agents

● General attacks 
or inherited 
threats from 
LLMs

● Specific attacks 
to LLM agents
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General Attacks Inherited from LLMs

● Technical vulnerabilities
○ Hallucination, catastrophic forgetting, misunderstanding 

● Malicious attacks

175He, Feng, Tianqing Zhu, Dayong Ye, Bo Liu, Wanlei Zhou, and Philip S. Yu. "The emerged security and privacy of llm agent: A survey with case studies." arXiv preprint arXiv:2407.19354 (2024).



Malicious Attacks: Search to Attack

176

Zou, Andy, Zifan Wang, Nicholas Carlini, Milad Nasr, J. Zico Kolter, and Matt Fredrikson. "Universal and transferable adversarial attacks 
on aligned language models." arXiv preprint arXiv:2307.15043 (2023).



Malicious Attacks: AutoDAN

177

Zhu, Sicheng, Ruiyi Zhang, Bang An, Gang Wu, Joe Barrow, Zichao Wang, Furong Huang, Ani Nenkova, and Tong Sun. "AutoDAN: 
interpretable gradient-based adversarial attacks on large language models." In First Conference on Language Modeling. 2024.



Malicious Attacks: Crescendo Multi-Turn 

178
Russinovich, Mark, Ahmed Salem, and Ronen Eldan. "Great, now write an article about that: The crescendo multi-turn llm jailbreak attack." 
arXiv preprint arXiv:2404.01833 (2024).



Specific  Attack to LLM Agents

Knowledge poison*
Integrating malicious data into the training dataset or knowledge base

Output manipulation*
Altering agents’ reasoning and decision process to generate certain outputs

Environment manipulation
Manipulating the environment to mislead agents’ actions

179* this an be done to LLMs as well 



Knowledge Poison 

FraudGPT, WormGPT, PoisonedRAG

180
Zou, Wei, Runpeng Geng, Binghui Wang, and Jinyuan Jia. "Poisonedrag: Knowledge corruption attacks to retrieval-augmented generation of large 
language models." arXiv preprint arXiv:2402.07867 (2024).



Output Manipulation 

181

Hubinger, Evan, Carson Denison, Jesse Mu, Mike Lambert, Meg Tong, Monte MacDiarmid, Tamera Lanham et al. "Sleeper agents: Training 
deceptive llms that persist through safety training." arXiv preprint arXiv:2401.05566 (2024).



Output Manipulation 
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Environment Manipulation: Environmental Injection 

183
Liao, Zeyi, Lingbo Mo, Chejian Xu, Mintong Kang, Jiawei Zhang, Chaowei Xiao, Yuan Tian, Bo Li, and Huan Sun. "Eia: Environmental injection 
attack on generalist web agents for privacy leakage." arXiv preprint arXiv:2409.11295 (2024).



Environment Manipulation: Popup Attack 

184
Zhang, Yanzhe, Tao Yu, and Diyi Yang. "Attacking Vision-Language Computer Agents via Pop-ups." arXiv preprint arXiv:2411.02391 (2024).

Pop-ups for AI agents can lead to 87% attack success 
rate



Specific Attack to LLM Agents

✓ Knowledge poison: 
Integrating malicious data into the training dataset or knowledge base

✓ Output manipulation:
Altering agents’ reasoning and decision process to generate certain outputs

✓ Environment manipulation:
Manipulating the environment to mislead agents’ actions

185He, Feng, Tianqing Zhu, Dayong Ye, Bo Liu, Wanlei Zhou, and Philip S. Yu. "The emerged security and privacy of llm agent: A survey with case studies." arXiv preprint arXiv:2407.19354 (2024).



Defense Strategies Against Specific Attacks

❏ Utilize data filtering to detect and filter poisonous data

❏ Visualize and audit agents’ thought and decision process

❏ Develop simulation environment to assess agent risks

❏ Train to improve agents’ capabilities to recognize attacks
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Develop simulation environment to assess agent risks
ToolEmu: LLM-Emulated Sandbox

187

Ruan, Yangjun, Honghua Dong, Andrew Wang, Silviu Pitis, Yongchao Zhou, Jimmy Ba, Yann Dubois, Chris J. Maddison, and Tatsunori 
Hashimoto. "Identifying the risks of lm agents with an lm-emulated sandbox." arXiv preprint arXiv:2309.15817 (2023).



Develop simulation environment to assess agent risks
Assses Privacy Awareness of LLMs in Action

188
Shao, Yijia, Tianshi Li, Weiyan Shi, Yanchen Liu, and Diyi Yang. "PrivacyLens: Evaluating Privacy Norm Awareness of Language Models in 
Action." arXiv preprint arXiv:2409.00138 (2024).



Defense Strategies Against Specific Attacks

💪 Utilize data filtering to detect and filter poisonous data

💪 Visualize and audit agents’ thought and decision process

💪 Develop simulation environment to assess agent risks

💪 Train to improve agents’ capabilities to recognize attacks
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Social Implication of LLMs Agents

1. Personalized education

2. Companion and support

3. LLMs for science discovery 

4. Transformation to workforce
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Personalized Education 

191
https://www.forbes.com/sites/timbajarin/2024/03/01/the-rise-of-ai-tutors/ GPTeach

https://dl.acm.org/doi/abs/10.1145/3573051.3593393?casa_token=0x8X2lQPbVQAAAAA:1r7u6-x6il9UPkgOWrfNDhFqerg6g18ZHcOR2p88TGCbqdL-JhgnD_WDcRuRc9-f_FrQrdZPMY7s


Companion and Support

192

https://github.com/adithya-s-k/CompanionLLM

Stade, Elizabeth C., Shannon Wiltsey Stirman, Lyle H. Ungar, Cody L. Boland, H. Andrew Schwartz, David B. Yaden, João Sedoc, Robert J. DeRubeis, Robb Willer, and Johannes C. Eichstaedt. "Large 
language models could change the future of behavioral healthcare: a proposal for responsible development and evaluation." NPJ Mental Health Research 3, no. 1 (2024): 12.



LLM for Science Discovery

193AI4Science, M. R., & Quantum, M. A. (2023). The impact of large language models on scientific discovery: a preliminary study using gpt-4. arXiv preprint arXiv:2311.07361.



Transformation to Workplace

194

● ~ 80% of the U.S. workforce could have at least 10% of their work 
tasks affected by LLMs

● Most affected tasks: writing and programming.
● Higher-income jobs (e.g., translators, tax consultants, and web 

designers) potentially face greater exposure



Automation Possibility 

195

A ladder of job 
automation 
opportunities for 
language agents and 
the capabilities they 
may provide.

https://princeton-nlp.github.io/language-agent-impact/



Social Implication of LLMs Agents

✓ Personalized education

✓ Companion and support

✓ LLMs for science discovery 

✓ Transformation to workforce

✓ Malicious uses
✓ Many other unknowns 
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