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Key Concepts for (Language) Agents

❏ Reasoning

❏ Memory

❏ Planning
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Key Concepts for Language Agents

❏ Action space (beyond environment actions)

○ Reasoning: update short-term memory (context window)

○ Retrieval/Learning: read/write long-term memory (model weights, vector store, self-notes, 

event flows, etc.)

❏ Planning: (inference-time) algorithm to choose an action from the action space

❏ Check more: Cognitive Architectures for Language Agents (CoALA< TMLR 2024)
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Reasoning

THINK

—— Thomas J. Watson



Reasoning
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● For humans: various mental processes 

*(Kahneman, 2003), also note that this notion of dual process is put in 
question. See, e.g., Mercier and Sperber (2017)



Reasoning

26

● For humans: various mental processes 

● For LMs:  intermediate generation

*(Wei et al., 2022), also see (Ling et al., 2017; 
Cobbe et al., 2021; Nye et al., 2021)



Reasoning
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● For humans: various mental processes 

● For LMs:  intermediate generation

○ Imitate various (but not all) human 

mental processes

*(Wei et al., 2022), also see (Ling et al., 2017; 
Cobbe et al., 2021; Nye et al., 2021)



Reasoning
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● For humans: various mental processes 

● For LMs:  intermediate generation

● For agents: internal actions

Action

Observation

think 
about 
…



Reasoning
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● For humans: various mental processes 

● For LMs:  intermediate generation

● For agents: internal actions

○ Why is it helpful?

○ Why is it special?

○ Why is it now?

Action

Observation

think 
about 
…



Why is reasoning helpful for agents?
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Obs

Act

Observation to Action mapping could be hard

“The dish should be savory, and since salt is out, I 
should find the soy sauce instead. It is in the cabinet to 
my right…”

Reasoning

Reason to act
1. Generalization
2. Alignment

……

You see a cabinet and a table…

You are cooking a dish and seeing salt is out…Obs t

Turn rightAct t

Obs t+1

Open cabinetAct t+1

……



Conversely, acting also helpful for reasoning
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Obs

Act
Hallucination due to limited / outdated knowledge

Act to reason
1. Obtain knowledge
2. Update knowledge



ReAct (Yao et al., 2022)
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Question Which magazine was started first Arthur’s Magazine or First for Women?
Thought 1 I need to search Arthur’s Magazine and First for Women, and find which was started first.
Action 1 Search[Arthur’s Magazine]
Observation 1 Arthur’s Magazine (1844-1846) was an American literary periodical published in Philadelphia …
Thought 2 Arthur’s Magazine was started in 1844. I need to search First for Women next.
Action 2 Search[First for Women]
Observation 2 First for Women is a woman’s magazine published by Bauer Media Group … was started in 1989…
Thought 3 First for Women was started in 1989. 1844 (Arthur’s Magazine) < 1989 (First for Women), so  
Arthur’s Magazine was started first.
Action 3 Finish[Arthur’s Magazine]

ReAct prompt

Question Which magazine was started first Arthur’s Magazine or First for Women?
Thought Arthur’s Magazine was started in 1844. First for Women was started in 1989. 1844 (Arthur’s  
Magazine) < 1989 (First for Women), so Arthur’s Magazine was started first.
Answer Arthur’s Magazine

Reason-only prompt
(Chain-of-thought, CoT)

Question Which magazine was started first Arthur’s Magazine or First for Women?
Action 1 Search[Arthur’s Magazine]
Observation 1 Arthur’s Magazine (1844-1846) was an American literary periodical published in Philadelphia …
Action 2 Search[First for Women]
Observation 2 First for Women is a woman’s magazine published by Bauer Media Group … was started in 1989…
Action 3 Finish[Arthur’s Magazine]

Act-only prompt
(similar to WebGPT)

Question Which magazine was started first Arthur’s Magazine or First for Women?
Answer Arthur’s MagazineStandard prompt



Answer: iPod
Standard

Thought: Let's think step by step. Apple Remote was originally designed to 
interact with Apple TV. Apple TV can be controlled by iPhone, iPad, and iPod 
Touch. So the answer is iPhone, iPad, and iPod Touch.

Answer: iPhone, iPad, iPod Touch

Reason Only

Question: Aside from the Apple Remote, what other device can control the program 
Apple Remote was originally designed to interact with?

Reasoning without acting



ReAct (Reason + Act)

✓

Question: Aside from the Apple Remote, what other device can control the program 
Apple Remote was originally designed to interact with?

Thought 1: I need to search Apple Remote and find the program it was originally designed to 
interact with.
Act 1: Search[Apple Remote]
Obs 1: The Apple Remote is a remote control introduced in October 2005 by Apple … originally 
designed to control the Front Row media center program ……(long text omitted)

Thought 2: Apple Remote was originally designed to control the Front Row media center program. I 
need to search Front Row next and find what other device can control it.
Act 2: Search[Front Row]
Obs 2: Could not find [Front Row]. Similar: ['Front Row Seat to Earth', 'Front Row 
Motorsports','Front Row (software)', …]

Thought 3: Front Row is not found. I need to search Front Row (software) .
Act 3: Search[Front Row (software)]
Obs 3: Front Row is a discontinued media center software …(long text omitted)

Thought 4: Front Row (software) is controlled by an Apple Remote or the keyboard function keys. So 
the answer is keyboard function keys.
Act 4: Finish[keyboard function keys]

Reasoning with acting



Act 1: Search[Apple Remote]
Obs 1: The Apple Remote is a remote control introduced in October 2005 by Apple 
… originally designed to control the Front Row media center program …

Act 2: Search[Front Row]
Obs 2: Could not find [Front Row]. Similar: ['Front Row Seat to Earth', 'Front 
Row Motorsports','Front Row (software)', …]

Act 3: Search[Front Row (software)]
Obs 3: Front Row is a discontinued media center software …

Act 4: Finish[yes]

Act Only

Question: Aside from the Apple Remote, what other device can control the program 
Apple Remote was originally designed to interact with?

Acting without reasoning



Text Env
(ALFWorld)

Embodied Env
(ALFRED game)

Shridhar  et al. "ALFWorld: Aligning Text and Embodied Environments for Interactive Learning. "

Acting in language



Act 1: Go to drawer 1 
Obs 1: The drawer 1 is closed. 

Act 2: Open drawer 1 
Obs 2: You open the drawer 1. The drawer 1 is open. In it, you see a dishsponge 2, 
and a spoon 1.

Act 3: Go to sinkbasin 1 
Obs 3: On the sinkbasin 1, you see a dishsponge 3, a spatula 1, and a spoon 2.

Act 4: Take peppershaker 1 from sinkbasin 1 
Obs 4: Nothing happens. 

Act 5: Take peppershaker 1 from sinkbasin 1 
Obs 5: Nothing happens. 

Act-Only 

You are in the middle of a room. Looking quickly around you, you see a cabinet 6, a 
cabinet 1, a coffee machine 1, a countertop 3,  a stove burner 1, and a toaster 1. 
Your task is to: Put some pepper shaker on a drawer.

Act 1: Think[First I need to find a peppe shaker...more likely to appear in cabinets (1-6), countertops 
(1-3), ... ]
Act 2: Go to cabinet 1 
Obs 2: On the cabinet 1, you see a vase 2.
 (Here the agent goes to cabinet 1, 2, 3, 4, 5, 6, then countertop 1 and 2)
Act 9: Go to countertop 3 
Obs 9: On the countertop 3, you see a apple 1, a bread 1, ...... a pepper shaker 1, and a vase 3.

Act 10: Take pepper shaker 1 from countertop 3 
Obs 10: You pick up the pepper shaker 1 from the countertop 3. 

Act 11: Think[Now I find a pepper shaker 1. Next, I need to put it in/on drawer 1.]
Act 12: Go to drawer 1 
Obs 12: Drawer 1 is closed. 

Act 13: Open drawer 1 
Obs 13: You open Drawer 1 …

Act 14: Put pepper shaker 1 in/on drawer 1 
Obs 14: You put pepper shaker 1 in/on the drawer 1.

✓

Reasoning guides acting



You are in the middle of a room. Looking quickly around you, you see a armchair 1, a cabinet 4, … a cabinet 1, 
a drawer 5, …, a drawer 1, a dresser 1, a garbagecan 1, a safe 1, a shelf 12, …, a shelf 1, a sidetable 1, and 
a sofa 1. 
Your task is to: put two keychain in safe.

AlfWorld

......
Obs 16: You open the drawer 4. The drawer 4 is open. In it, you see a keychain 3, and a watch 2.  
Act 17: Think [Now I find the first keychain (3). Next, I need to take it. I can find the second keychain (2) later in  
drawer 4.]
Act 18: take keychain 3 from drawer 4  
Obs 18: You pick up the keychain 3 from the drawer 4.  
......
Act 22: put keychain 3 in/on safe 1  
Obs 22: You put the keychain 3 in/on the safe 1.  
Act 23: Think [Now I put the first keychain in safe. Next, I need to find the second keychain , which is more likely to  
appear in dresser (1), garbagecan (1), safe (1), sidetable (1), sofa (1), shelf (1-12) .]
Act 24: go to dresser 1  
Obs 24: On the dresser 1, you see a box 1, a creditcard 1, a keychain 2, a keychain 1, a laptop 1...
Act 25: Think [Now I find the second keychain (2). Next, I need to take it. ]
Act 26: take keychain 2 from dresser 1  
Obs 26: You pick up the keychain 2 from the dresser 1.  
Act 27: Think [Now I take the second keychain (2). Next, I need to put it in/on safe 1. ]
Act 28: go to safe 1
Obs 28: The safe 1 is open. In it, you see a keychain 3, a statue 2, and a watch 3.
Act 29: put keychain 2 in/on safe 1
Obs 29: You put the keychain 2 in/on the safe 1.

(b) ReAct (Human Thought edit)

✓

......
Obs 16: You open the drawer 4. The drawer 4 is open. In it, you see a keychain 3, and a watch 2.  
Act 17: Think [Now I find the first keychain (3). Next, I need to take it. I can find the second keychain (2) later in  
drawer 4. ]
Act 18: take keychain 3 from drawer 4  
Obs 18: You pick up the keychain 3 from the drawer 4.  
......
Act 22: put keychain 3 in/on safe 1  
Obs 22: You put the keychain 3 in/on the safe 1.  
Act 23: Think [Now I put the first keychain in safe. Next, I need to find the second keychain. I can directly go to  
drawer 4. ]
Act 24: go to drawer 4  
Obs 24: The drawer 4 is open. In it, you see a watch 2.  
Act 25: Think [Now I find the second keychain (2). Next, I need to take it. ]
Act 26: take keychain 2 from drawer 4  
Obs 26: Nothing happens.

(a) ReAct 

Reasoning helps diagnose and control acting



The flexibility of “acting”

39

CodeAct, 2024



The flexibility of “acting”
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ChemCrow, 2023



The flexibility of “reasoning”
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MLAgentBench, 2023 ORIBA, 2023



Why is reasoning special for agents?
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Why is reasoning just now for agents?

● Bigger action space -> More capacity, harder decision making
○ The space of reasoning/language is infinite

● LLMs learn reasoning priors by imitating various human reasoning traces
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Action planning (e.g. tree search) to improve 
reasoning

44Tree of Thoughts, 2023



Reasoning: Takeaways
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● Reasoning as internal actions for agents
○ No external feedback, just change internal context
○ Infinite space -> requires strong priors to navigate

● Reasoning guides acting, acting updates reasoning
● Action planning approaches (e.g. tree search) can improve reasoning

Action

Observation

think 
about 
…
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Memory

Memory is everything. Without it 
we are nothing. 

—— Eric Kandel
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Action

Observation

think 
about 
…
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Action

Observation

Instruction: …
Thought: …
Action: …
Obs: …
Thought: …
……

A “short-term memory”

• Append-only
• Limited context
• Limited attention
• Do not persist over 

new tasks

Write

Read
A long-term memory

• Read and write
• Stores experience, 

knowledge, skills, …
• Persist over new 

experience



What about retrieval and RAG?
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● We can think of the retrieval 
corpus as “read-only” LTM

○ Written by others (e.g., Wikipedia editors), 
not the agent itself

○ Retrieve[query]: a read action
● Limitations

○ Can only live “others’ experience”, which 
might not be optimal for the agent

○ The way corpus is written might not be 
optimal for agent usage

● Agent memory: also be able to 
autonomously write to it!



Long-term memory: Content
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Type by content Definition Examples

Episodic memory Stores experience Generative agents 
[Park et al., 2023]

Semantic memory Stores knowledge

Procedural memory Stores skills Voyager [Wang et 
al., 2023]

● Note: here we categorize based on memory content, which is
○ Inspired by human long-term memory systems
○ orthogonal to implementations

https://en.wikipedia.org/wiki/Long-term_memory


Generative agents
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Generative agents
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● The need for memory
○ Context window cannot possibly hold all the event streams
○ Even if possible, might be hard to attend to relevant events, or digest over them



Episodic memory
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● Write: append-only event streams
● Read: retrieval based on heuristic scores



Semantic memory
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● Write: LLM reasoning over events
● Read: retrieval



Voyager: Procedural memory
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● Write: Code-based skills
● Read: Embedding 

retrieval



Long-term memory: Implementation
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● The “naive” implementation
○ Read: off-the-shelf retriever, e.g. BM25, neural embeddings
○ Write: append to some text corpus

● Some interesting new implementations for agent memory
○ Read: online retrieval by traversal 
○ Write: index augmentation with reasoning/referral 



HippoRAG
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 Gutiérrez et al. "HippoRAG: Neurobiologically Inspired Long-Term Memory for Large Language Models." NeurIPS (2024)



Referral augmentation
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● Reasoning can be used to augment what’s written to memory
● More efforts spent into writing, less spend into reading

 Tang  et al. "Referral Augmentation for Zero-Shot Information Retrieval. "



Long-term memory: A unified view of 
learning

59FireAct, 2023

● Fine-tuning model weights (the most obvious)



Long-term memory: A unified view of 
learning
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● Fine-tuning model weights (the most obvious)
● Optimizing prompts across tasks

Large Language Models Are Human-Level Prompt Engineers, 2023



Long-term memory: A unified view of 
learning
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● Fine-tuning model weights (the most obvious)
● Optimizing prompts across tasks
● Improve the agent’s own codebase

SWE-agent, 2024



Long-term memory: A unified view of 
learning
● Fine-tuning model weights (the most obvious)
● Optimizing prompts across tasks
● Improve the agent’s own codebase
● Write down examples/events to retrieve later

62Generative agents, 2023



Long-term memory: A unified view of 
learning
● Fine-tuning model weights (the most obvious)
● Optimizing prompts across tasks
● Improve the agent’s own codebase
● Write down examples/events to retrieve later
● Append self-reflection to prompt to try again

63Reflexion, 2023



Long-term memory: A unified view of 
learning
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● Fine-tuning model weights (the most obvious)
● Optimizing prompts across tasks
● Improve the agent’s own codebase
● Write down examples/events to retrieve later
● Append self-reflection to prompt to try again
● Combine multiple approaches!



Memory: Takeaways
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Action

Observation

Write

Read

● Language agents interact with external environments and internal 
memories (information-storing devices)
○ Interact with short-term memory (context window): reasoning
○ Interact with long-term memory (LLM weights, event logs, codebase, prompt 

library, etc.): retrieving and learning
● Exercise question: what’s the difference between external 

environment vs internal memory then? (Hint: check CoALA)


