ing

Plann
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Planning: (simplified) definition

Given a goal G, decides on a sequence of actions (ay, a4, ..., ;) that
will lead to a state that passes the goal test g(-)

General trends in planning settings for language agents

e Increasing expressiveness in goal specification, e.g., in natural
language as opposed to formal language

e Substantially expanded or open-ended action space

e Increasing difficulty in automated goal test
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LLM+P

When domain and problem can be (fully or partially) described

formally, e.g., in PDDL (Planning Domain Definition Language)

f p
Module Generated Text Provided Text Coitext BB % Ex Sol
e \/
Problem (P) Problem (P)
Domain T1LM Domain TIM
\_ \_ J
LLM-As-Planner LLM-As-Planner (In-context Learning)
(" )
Context =~ Ex. P & Ex. PDDL Domain PDDL
(B
=) — -»>
Problem (P) —» . @D Plan
LLM Planner LLM
Problem PDDL PDDL Plan —
\_ /

LLM + P (In-context Learning)

Liu et al., “LLM+P: Empowering Large Language Models with Optimal Planning Proficiency.” arXiv preprint 2304.11477 (2023)
See also Kaombhampati et al,, “LLMs Can't Plan, But Can Help Planning in LLM-Modulo Frameworks.” arXiv preprint 2402.01817 (2024)

Prompt: Description of Problem (P1) + Context
+ Provide me with the problem PDDL file that
describes the planning problem directly without
further explanations.

GPT-4 (the generated problem PDDL):
(:objects bl b2 b3 b4 b5 )
(:init (arm-empty) (on-table bl)
(on b2 bl) (on b3 Db4)

(on b4 b2) (on b5 b3) (clear
b5)))
(:goal (and (on bl b2) (on b3 b5)
(on b4 bl)))

Planner:

(unstack b5 b3) (putdown bb5)
(unstack b3 b4) (stack b3 b5)
(unstack b4 b2) (putdown b4)
(unstack b2 bl) (putdown b2)
(pickup bl) (stack bl b2) (pickup
b4) (stack b4 bl)

An Example PDDL Problem File Written by GPT-4
with Context

Context (shaded):
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Language agent planning: web agents

Task Description:
Show me the reviews for the auto repair business closest to
10002.

Action Sequence:

Target Element Operation
1. [searchbox] Find I:':::repair
2. [button] Auto Repair CLICK
3. [textbox] Near Izz:é
4. [button] 10002 CLICK
5. [button] Search CLICK
6. [switch] Show BBB Accredited only CLICK
7. [svg] CLICK
8. [button] Sort By CLICK
9. [link] Fast Lane 24 Hour Auto Repair CLICK
10. [link] Read Reviews CLICK

Webpage Snapshots:

THE SIGN OF & s
BETTER BUSINESS | &

<input name="find_text"
type="search">

Action 6

Category: Auto Repair

- i -~

[ Y n— ]

<button>Show BBB Accredited
only</button>

]

Action 5 et ———

THE SIGN OF A > iGN 0F A Y
BETTER BUSINESS™ | & BETTER BUSINESS™ 3
e - s

I = o = | = o = |

Action 9

Category: Auto Repair Fast Lane 24 Hour Auto Repalr

N puesien

e -

<span>Fast Lane 24 Hour Auto

Repair</span> <a href="1link:XXX">Read

Reviews</a>

Deng et al, “Mind2Web: Towards a Generalist Agent for the Web.” NeurlPS (2024) 69



/I'm going from Seattle )
to California from
November 6 to 10,

< 2023. | have a budget of
$6,000. For lodging, |
prefer an entire room
and the accommodations
must be pet-friendly. )

L&
Agent

()

. CitySearch( ")

. AttractionSearch( ‘)

. FlightSearch( )

. DistanceMatrix(-)

. RestaurantSearch( -)

. AccommodationSearch ( )

Interaction with Environment

A

User

Let’ me help! To solve
this problem, | need to
(1) analyze certain
constraints,

(2) collect information
through reasonable use
of necessary tools.

o UL WN

The plan must adhere to

certain constraints, e.g., user
needs and commonsense. It's g

also vital to ...

User Needs (Hard Constraints)

1. Budget: $6000 a?. $
2. Room Type: Entire Room
3. Room Rule: Pet-friendly

Commonsense Constraints

1. Reasonable City Route

2. Diverse Restaurants a
3. Diverse Attractions

4. Non-conflicting Transportation

5. Accommodation meets Minimum Night

\ Delivery Plan

LoaAnguies |Los Angelns - San Diegol San Diogo San Diogo >
Eai | om0 e | (BAD
B e | n

Lunch: % Open Yard L par
;

+ Accommodaton:
o e
Liatury Db . oase e
] o [ The ot oo

‘,Q
Fa
2

‘Saaltin > Low Angins.

© g
pdaa 1812,
Cast $120

+ Drenr
Dragon Way
.« Aractons Bl Ky .+ Atacto
Sonts hoica Pre. |, oy Lot Sepres Park
o Caifomia Tower

+ Onnec
The Aliracton

Q

. Cemcaie . .
A o |+ Smeiser | | AR

2023-11-06

Seattle -> Los Angeles
* Flight: F123, (13:40-16:12), Cost: $120
¢ Accommodation: Luxury building studio
« Dinner: The Attraction

Language agent planning: travel planning

Information Collection

[Tool] CitySearch[California]
[Result] san Francisco, Los

Angeles,.., San Diego O\
[Tool] FlightSearch[Seattle, San Francisco,
2023-11-06]

[Result] No Flights.

[Tool] FlightSearch[Seattle, Los Angeles,
2023-11-06]

[Result] Flight Number: F123,
13:40-16:12, Cost: $120

[Tool] DistanceMatrix[Los Angeles,

San Diego, taxi]

[Result] Duration: 1 hour 57 mins,
Distance: 193 km, Cost: $200

[Tool] TransportationSearch[San
Diego,Seattle, 2023-11-10]

[Result] Flight Number: F789,
(7:59-10:56), Cost: $300

[Tool] AccommodationSearch[Los Angeles]

[Result] 'Cozy Room for U', $130/
night, Minimum night: 8, Entire
Room, Pets allowed

'Luxury building studio', $150/

night, Minimum night:
Room, Pets allowed

1, Entire Q

[Tool] RestaurantSearch[Los Angeles]

[Result] The Attraction,Cuisine:French,..

Xie et al., “TravelPlanner: A Benchmark for Real-World Planning with Language Agents.” ICML (2024)
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Planning paradigms for language agents

(a) reactive (b) tree search with real interactions
- f—C—
_ 2
Ve
[ o a1 [+« o [ & & m—1
» = » = N =
_2
Ve
) ) M=
N _
N
[ & & o— [ & & o— [ & & em—
Q /
@ fast, easy to implement
greedy,

chnri—cinhtad



Tree search with real interactions

GPT-40 Agent + Search

L \
= v=05 l" ) v=04
£ S o P
. e -
Starting State »
| — S
v =0.45 - v=0.5 e v =0.55 s C . - =038
______ ———r
\
v =0.68 s ¢ (W =0.2
-

v=10 Success

Jing Yu Koh, Stephen McAleer, Daniel Fried, Ruslan Salakhutdinov. "Tree Search for Language Model Agents.” arXiv preprint arXiv:2407.01476 (2024).
Andy Zhou, Kai Yan, Michal Shlapentokh-Rothman, Haohan Wang, Yu-Xiong Wang. “Language Agent Tree Search Unifies Reasoning Acting and
Planning in Language Models.” ICML (2024).



Challenges with tree search in the real worid

- Many actions are state-changing and irreversible — backtracking ¢

 Safety/privacy risks

* Inference-time exploration could be slow and costly

Cancel Place Your Order - Amazon.co

Q search or ask a question

Nespresso Capsules Vertuo, o Kohl's Dropoff FREE

Variety Pack, Medium and Dark

Roast Coffee, 30 Count Coffee Kohl's will pack, label, and ship your return for
200 Pods, Brews 7.8 oz. free. Just bring the item in its original

$37.50 ($1.25 / Count)

manufacturer’s packaging and disassemble the
prime

item (if applicable). We'll email you a QR code

Ships from and sold by to ship your return. Show it to a store associate
Amazon.com at any Kohl's store.
Quantity: 1 Change Find a participating Kohl's store

e Printer not required.
Add gift options

Auto-deliver and save up to 5% on future auto-

Aalivedas The UPS Store $6.99
locations only—
Item often ships in manufacturer’s container to no label needed
reduce packaging and reveals what's inside. To
change, click below. Amazon|Dropofi FREE
X = = — box and label
Reduce packaging, ship in > needed

manufacturer’s container

2 OTHER RETURN OPTIONS Vv

Place your order Refund summary $13.21

Verify mobile number

A text with a One Time Password (OTP) has been
sent to your mobile number: 8058671234 Change

Enter OTP: Resend code

Create your Amazon account

By placing your order, you agree to Amazon's privacy .
notice and conditions of use. Confirm your return

By creating an account, you agree to Amazon's
Conditions of Use and Privacy Notice.

L2l Q. Searchoraska question

Disabled v

Location

AddressBook/Checkout

Your current location will be used to assist in
adding a new address to your Amazon address
book.

Amazon Cash

We use your location to find nearby stores
where you can add money to your Amazon
balance with Amazon Cash.

Branded Store Experience Location

We use your location to power branded store
experiences.

Branded Store Experience Location-
based Augmented Reality

We use your camera, motion, and location to
power branded store experiences.

Requires camera, motion, and location.

Campus pickup

We'll use your location to show the nearby
pickup points

Delivery Location

We use your location to improve your shopping
experience, ensuring you only see products and
delivery options available in your area.

c o o o

B



Planning paradigms for language agents

(a) reactive (b) tree search with real interactions (c) model-based planning
T/ QT [ e+ ]
- = o = - =
, = o*" o* “au N,
4 <4
axrT— T, e, [+ s e
a = - = hn = - =
, . . ): s anna,
: 3 v 4
axx— axxr @« [ ¢+ e |
- = ) = - = » =
—\ ".ya"’»!‘d‘
w 11
T [ o ¢ e | o )
e e e e
Q / v

: , : faster, safer,
fast, easy to implement systematic exploration : :
systematic exploration

irreversible actions,

how to get a world model?
unsafe, slow

greedy,
chnri—cinhtad



What's ... a world model?

A computational model of environment transition dynamics

T:SXA > S

If | do this (ag) right now (s¢), what would happen next (S¢41)?
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Why hasn’t it been done yet?

Deliering to East Windsor 08520 W <o - Hello,lgn in Retums 1
ama;on © Update location B Search Amazon AecountaLists - & Orders N cart

Deals Medical Care - BestSellers Prime -  Amazon Basics TodaysDeals ~New Releases  Groceries -  Music  CustomerService ~AmazonHome Pharmacy  Registry Black Friday Football: LV vs KC 11/29

Christmas decor
under $25

Being a Prime member adds up

e

"1 1)

Makeup

B

Skincare

-

Apparel

Jewelry. Fragrance Best Sellers Uniimited Prime Video Accessories

Shop Luxury Stores. Shop now Join Prime Shop Luxury Stores.

Best Sellers in Beauty & Personal Care
s . == ] =

>
Daove

And billions of other websites on the Internet!
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LLMs can predict state transitions (reasonably

well)

One Stop Market

Beauty & Personal Care Sports & Outdoors.

Health & Household Patio, Lawn & Garden Electronics

Uniforms, Work & Safety

Shop By ftems 1-12 of 416

Shopping Options

Price
$0.00 - $99.99(310)

$100.00 - $199.99(96)

$200.00 - $299.99(9)

$500.00 and above( 1)

Compare Products

You have no items to compare

My Wish List

You have no items In your wish
list. e pro e e
Leg Drawstring
(argo WW|905 iy Shor( Hunter

$23.98

TRUEWERC e Winter Work
Pants - T3 WerkPants Insulats
Workwear

Hd A H 12 Reviews

$99.00

Clothing, Shoes & Jewelry

My Account My Wish List ~Sign In

Home & Kitchen

Cell Phones & Accessories

Mens Slim Fit Pinstripe Chef Pant
53%)

s31.98

Steel Toe-Cap Flying Woven Mesh
Shoes, Lightwelght Anti-Smashing
Anti-Puncture Safety Shoes, Anti-
Collision Anti-Pressure Work
Shoes,Black.46

$85.99

Video Games

Advanc

Office Products

XINFU Chef's Japanese Kimono
Uni form Short Sleeve:
Working Clothes Kitchen Restaurant

$34.69

Welcome to One Stop Market ~ Create an Account

=

ed Search

Tools & Home Improvement

Grocery & Gourmet t Food

sortgy | Position ~ ot

safety Shoes, Mesh Cloth Protect

Your Toes Men's Sa(ely sh

Ughtweight Wo r Man
utdoor for Woman (40 red, 40)

$39.37

Mens Flowers Casual Aloha
Hawalian Shirt Summer Short
Sleeve Beach T-shirt Regular Fit
Button Down Dress Shirts

$11.99

Carhartt Men's Duck Chore Coat
Blanket Lined C001

$179.95

RS R OEER R OEER TR OER R R R T —————— ——

! The page will navigate to a detailed product page for the "Mens
Flowers Casual Aloha Hawaiian Shirt Summer Short Sleeve Beach

| T-Shirt Regular Fit Button Down Dress Shirts." This new page will

I likely contain additional information about the product including

I more detailed specifications, customer reviews, larger images,

I sizing options, and possibly a larger "Add to Cart" button. Other
I elements from the current category view like the grid of products

'I will be replaced with the detailed view of this specific product.
I
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Gu et al,, “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).

WebDreamer: model-based planner

Please navigate to the 'Data Storage' category and purchase
the least expensive disk with 512GB of storage.

e St Morket Ul ey

Sty A e oy AW  Coing Sheei by e Huhen | Ofie o -—

sttt sttt ] et e e
() Click ‘Office Products’

@ Click ‘Electronics’

One Stop Market
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Gu et al,, “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).

WebDreamer: model-based planner

Stage I: Simulation
Please navigate to the 'Data Storage' category and purchase i

s/

i
the least expensive disk with 512GB of storage. o NS i The 'Office Products' category will
 display three sub-categories: 'Office

+* V| Electronics', 'Office & School Supplies'
* ; and 'Office Furniture & Lighting'.

One Ston Morket Qupr o~y .
st  omiOnis  Cotg Seubioey - st  [3 ooy

st pm oot [E] amene s s
(@ Click ‘Office Products’

One Stop Market

@ Click ‘Electronics’

jl
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Gu et al,, “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).

WebDreamer: model-based planner

Stage I: Simulation
Please navigate to the 'Data Storage' category and purchase | i s
the least expensive disk with 512GB of storage. o—:\’,:s i The 'Office Products' category will cuicoiice | The webpage will display 'Office
 display three sub-categories: 'Office Electronics’ i Electronics'  sub-category  results

= l»E with products, and the sub-menu
1 will show 'Printersé&Accessories' and
| other categories.
]
J

L ; and 'Office Furniture & Lighting'.

Qrpe Dl ~— T o i

{
+* V| Electronics', 'Office & School Supplies', i' -

{

{

i

(D Click “Office Products’
@ Click ‘Electronics’

L4
L]
L)
~
[ ]
[ ]
[ ]

One Stop Market
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Gu et al,, “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).

WebDreamer: model-based planner

Stage I: Simulation
Please navigate to the 'Data Storage' category and purchase | i s
the least expensive disk with 512GB of storage. o—:\’,:s i The 'Office Products' category will cuicoiice | The webpage will display 'Office
 display three sub-categories: 'Office Electronics’ i Electronics'  sub-category  results

= l»E with products, and the sub-menu
1 will show 'Printersé&Accessories' and
| other categories.
]
J

L ; and 'Office Furniture & Lighting'.

Qrpe Dl ~— T o i

{
+* V| Electronics', 'Office & School Supplies', i' -

{

{

i

(D Click “Office Products’
@ Click ‘Electronics’

L4
L]
L)
~
[ ]
[ ]
[ ]

One Stop Market
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Gu et al,, “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).

WebDreamer: model-based planner

Please navigate to the 'Data Storage' category and purchase
the least expensive disk with 512GB of storage.

B T LT T —— L —

[T NTu—— Grcery b Consrmat He0t

(D Click ‘Office Products’

et P, Lowe & Garden

ne Stop Market
One Stop Marke @Click “Electronics’

-

P
- e
Q
e
e ] ==

OneSton Morket Qrpe D ~— = =T

Stage I: Simulation
e ——
i
o = I\/s E The 'Office Products' category will
: display three sub-categories: 'Office
+ %7} Electronics’, 'Office & School Supplies',

]
Click "Office EThe webpage will display 'Office
Electronics’ ! Electronics'  sub-category results
mEEmEm l’: with products, and the sub-menu

‘0‘ i and 'Office Furniture & Ligl’\!ing'. 1 will show 'Printers&Accessories' and
* i | other categories.
* ] ;
L ]
)
)
~ A, PETTTTTTTTTTTTTTTTTTTTTTTTTTTTTT i
: 9 ’R i The 'Electronics' ce?tegovry will display i h;;.\ ‘Computer i The webPage will display 'Computer
[ ’1 three sub-categories: 'Computers & | & Accessories | Accessories’  sub-category results,
] | Accessories', 'Accessories & Supplies', * * ® ® ® "I?lincluding 'Data Storage', ‘Tablet
‘- E and 'Car & Vehicle Electronics'. | Accessories', and others.
1
. i !
. ¥ L
.
YOC)) e
. i o g i
9 i The webpage will display search t1ecteoniee | The "Electronics' category will display
Ve i results, including a list of products, o) thre b-cat jes: 'C ters &
,’; e i oy e TLLLL e sub-categories: ‘Computers
1EACHL0F YIS anciudes e pro uc' | Accessories', 'Accessories & Supplies',
i title, price, and an 'Add to Cart | and 'Car & Vehicle Electronics'.
! button. |
= a
Stage II: Execution
Electronics
Shop By Ponzor
[ —

B

snsm
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Gu et al,, “Is Your LLM Secretly a World Model of the Internet? Model-Based Planning for Web Agents.” arxiv preprint 2411.06559 (2024).

Results on VisualWebArena

Model-based planning is more accurate than reactive planning and more efficient than tree search
(also recall the challenges of tree search in real-world environments)

Success Rate (%) 1
351

30t
26.4

23.6

N
]

N
o

17

=
(S,

Percentage

=
o

Modelibased Tree Slearch

Reactive

Number of Steps

16+

14}

12}

10+

# of Action Steps |

11.6

4.3 4.6

Modellbased Tree éearch

Reactive

Time (seconds)

800+

(e)}
o
o

400+

2007

Wall Clock Time (s) {

836

199

80

Reactive Modelibased Tree S;earch

Reactive and tree search results are from Koh et al,, (2024)
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Hierarchical planning and dynamic
replanni

Song et al, “LLM-Planner: Few-Shot Grounded Planning for Embodied Agents with Large Language Models.” ICCV (2023)
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https://docs.google.com/file/d/1DhFFxXV_tfoRIDEopW23fy0vdUc9d1rT/preview

By Cognition Al, https://www.youtube.com/watch?v=fjHtjT7GO1c

Hierarchical planning and dynamic

o Devin (the developer)

« > C @ preview.devin.ai

Benchmark Llama 2 Providers Devin's Workspace ® Following

o Plarner High-level

Hey Devin, Id like for you to benchmark Llama 2 on three different providers: Replicate, Together, and

Perplexity. Figure out their APl formats and write a script that sends the same prompt/params to all of

Current Focus: Research the API documentation for Replicate, Together, and Perplexity. P | O n

them
Plan:
Devin
Got it, Il look into the API formats for Replicate, Together, and Perplexity and create a script to Research the APl documentation for Replicate, Together, and Perplexity to understand their
benchmark Llama 2 across these services. I'll get started on that now.
request formats and parameters.
Write a Python script that constructs and sends HTTP requests to each API with the same
prompt and parameters.
Implement response time measurement and accuracy assessment within the script to

benchmark each API's performance.

Test the script to ensure it works correctly and gathers the necessary data from each API.

Analyze the collected data to compare the performance of the three APls.

Document the script and the benchmarking process, including any dependencies or
environment setup needed.

Report the findings back to the user with the collected data and any relevant visualizations or

summaries.




By Cognition Al, https://www.youtube.com/watch?v=fjHtjT7GO1c

Hierarchical planning and dynamic

LN Devin (the developer)

¢« > c

@ preview.devin.ai

Devin's Workspace ® Following

Scott R .
can you make sure you use the right model names? i want them to all be llama 2 70b. dofoult an into
exception

File "/home/ubuntu/benchmark.py", line 65, in <module> Corrglng
together_tps = benchmark_api(TOGETHER_ENDPOINT, TOGETHER_HEADERS, together_d

ata) OUt O

File "/home/ubuntu/benchmark.py", line 39, in benchmark_api
subgoal

Command 'python' not found, did you mean:
Devin command ‘python3' from deb python3
command 'python' from deb python-is-python3
ubuntu@ip-172-31-27-196:~$ python3 benchmark.py
Error: 422
Traceback (most recent call last):

Hey Scott, absolutely, Il ensure that all the model names used in the benchmarking script are for
Llama 2 70b. I've already updated the Replicate model ID with the one you provided. Il double-check
the model names for Together and Perplexity to make sure they're correct and update them if
necessary. I'm currently troubleshooting an issue with the script and will proceed with the testing as
soon as it's resolved. Thanks for the reminder!

o e A e A T T ey e ey oo tokens = len(response.json()['choices'][0]['text']l.split())
evin is currently debugging the script to handle API response errors and ens urat KeyError: 'text'

parsing of the output. ~ ——
Expand editor

P -

https://docs.togethe benchmark py .

home > ubuntu > benchmark.py

1 import os
import time
import requests

# API keys provided by the ncar
TOGETHER_API_KEY = "cZ
REPLICATE_API_KEY = "1
PERPLEXITY_API_KEY = *

# API endpoints

REPLICATE_ENDPOINT = “https://api.replicate.
TOGETHER_ENDPOINT = “https://api.together.xy
PERPLEXITY_ENDPOINT = "https://api.perplexit

1 import os
import time
import requests

# APT keve nrovidad hu the usar

# API endpoints

REPLICATE_ENDPOINT = “https://api. replicate.
TOGETHER_ENDPOINT = “https://api.together.xy
PERPLEXITY_ENDPOINT = "https://api.perplexit:




By Cognition Al, https://www.youtube.com/watch?v=fjHtjT7GO1c

Hierarchical planning and dynamic

o000 Devin (the developer)

& > C @ previewdevin.ai

Expanded Editor
benchmark.py

# Extended prompt to send to each API to generate more tokens
PROMPT = "Please provide a detailed summary of the history of France

# Function to measure tokens per second
def benchmark_api(endpoint, headers, data):
start_time = time.time()
response = requests.post(endpoint, headers=headers, json=data)
end_time = time.time()

if response.status_code == 200:

tokens = len(response.json() [*choices'][@] [ text'].split()
time_taken = end_time - start_time

tokens_per_second = tokens / time_taken

return tokens_per_second

else:

print(f"Error: {response.status_code}")
return None

# Data payloads for each APL

replicate_data = {
"version": "02e509c789964a7ea8736978a43525956ef40397be9033abf9fd:
“input": {"text": PROMPT, "max_tokens": 512}

}

together_data = {
"model": "mistralai/Mixtral-8x7B-Instruct-vo.1",
"messages": [{"role": "user", "content": PROMPT}],
"max_tokens": 512

Ir

perplexity_data = {
"model": “gpt-3.5-turbo",
"messages”: [{"role": "user", “content": PROMPT}],
‘max_tokens": 512

# Extended prompt to send to each API to generate more tokens
PROMPT = "Please provide a detailed summary of the history of France,

# Function to measure tokens per second
def benchmark_api(endpoint, headers, data):
start_time = time.time()

response = requests.post(endpoint, headers=headers, json=data)
end_time = time.time()

if response.status_code == 200:
# Print the response for debugging
print(f"Response JSON: {response.json()}")
try:
tokens = len(response.json() [*choices'] [@] ['text'].split(
time_taken = end_time - start_time
tokens_per_second = tokens / time_taken
return tokens_per_second
except KeyError as e:
print(f'KeyError: {e} in response JSON")
return None
else:

print(f"Error: {response.status_code}, Response: {response.te

# Data payloads for each API
replicate_data

"version": "02e509c789964a7ea8736978a43525956ef40397be9033abfofdz
"input": {"text": PROMPT, "max_tokens": 512}

together_data
"model”: "mistralai/Mixtral-8x7B-Instruct-ve.1",
"messages": [{"role": "user", "content": PROMPT}],
“max_tokens": 512

}

perplexity_data = {
“model”: “gpt-3.5-turbo",
“messages": [{"role": "user", "content": PROMPT}],
“max_tokens": 512

Re-plan
and add
print()
around the
exception
to get
debug info




N X ] Devin (the developer)

& > C @& previewdevin.ai

Devin's Workspace

Got it, Scott. I'll create a website showcasing the average tokens per second for each LLM Cloud
Service with an interactive element. The title will be “LLM Cloud Service Perf Benchmark® focusing on
Llama 2 70b throughput. I'l get started on this now.

nitialized a vanilla React app with Chakra Ul and charting libraries installed
)esigned the frontend to display LLM Cloud Service performance metrics in an
nteractive chart using React and Chartjs.

Resolved Chartjs configuration errors by registering required components and updating

chart options.

Devin is currently testing the web app locally to ensure all interactive elements function

correctly and the use rience is smooth.

By Cognition Al, https://www.youtube.com/watch?v=fjHt;

Hierarchical planning and dynamic

default
Compiled successfully!
You can now view llm-perf-app in the browser.

Local: http://localhost:3000
On Your Network: http://172.31.31.156:3000

Note that the development build is not optimized.
To create a production build, use npm run build.

webpack compiled successfully

App.js

home > ubuntu > sexy_lim. lim-perf-app > s
'react';
» Box, Text, VStack, theme }

reac

kraProvid

chartjs:

.register(

® Following

Solved the
exception
based on
the printed
out debug
info!




Planning: Takeaways

Language agents are expanding into new planning scenarios
o characterized by expressive but fuzzy goal specifications, open-ended
action spaces, more difficult and sometimes non-binary goal tests

Language for reasoning also enables new planning abilities
o Generalist world models and model-based planning

O Hierarchical planning and dynamic replanning

The best planning strategy is dependent on the LLM; stronger
LLMs may require less scaffolding (i.e., more ‘reactive’)

How to improve planning in LLMs is still largely an open
question
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