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Coding: Python (pytorch); English: CET4 (576), CET6 (535)

ReSmooth: Detecting and Utilizing OOD Samples When Training With
Data Augmentation

IEEE Transcations on Neural Networks and Learning Systems, 2022. (— R TOP)
Chenyang Wang, Junjun Jiang, Xiong Zhou, Xianming Liu.

Keywords: data augmentation, OOD detection, sample selection

Abstract: # ZAEPERI IR RIS EE LTI AN Sh (OOD) FEA, SEMERE
W oA T PN, FRATTHR L T ReSmooth fERL. 4G, MIRMHEG
AL (GMM) L& SR AN SR AR R 26 20101, R N (ID) FEAR
ForAtish (OOD) HEAR. K5, FEHTIZH, X ID F1 OOD FEA R A [H Y
NGRS, PLAx Z R R AR A . 1A, FRATIEHRF ReSmooth HESE
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Enhancing Consistency and Mitigating Bias: A Data Replay Approach for
Incremental Learning

Neural Networks (NN), 2024. (CCF-B)

Chenyang Wang, Junjun Jiang, Xingyu Hu, Xianming Liu, Xiangyang Ji

Keywords: incremental learning, data replay, data consistency, classifier bias.
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Abstract: TR M Z8AENEATIESES: > N 75 5 H BUICHEME B . D pk L) A
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A B BRI, %A R e M SR R A LS 7 1T 2 A KL
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Light-IF: Endowing LLMs with Generalizable Reasoning via Preview and
Self-Checking for Complex Instruction Following

Chenyang Wang, Liang Wen, Shousheng Jia, Xiangzheng Zhang, Liang Xu
Abstract: LI KBL, HEBRRTBLW “WIEHERL" 2 A - Ih RE A A
TRH . At BATPH—E B, BT SR T ™A HE R
i, AT R SRR R LR EOR . AT St i A S R AR R AR,
FrE R AR PRI L DA NI R SR s s . 2, AR
FRRERRFEY SFT HEATIRJEBh . A 22 4E MU 2R il 5 | SR EAT token-level
W A B R SRS o IRDTIEA R Az AR SEREALE] AR RE R
5 B EAA . AL MR ENNLE, AR ARSI T R EENERE.

Federated Domain Generalization via Data-Centric Flatness Optimization
submitted to Pattern Recognition

Chenyang Wang, Junjun Jiang, Xingyu Hu, Xianming Liu

Abstract: FKATHEH T —Fh ARG A PO BRI AL YR . %O
1oL G SR AR A X ORI ik SR WA AR P o 2B s R e AR, AT
WA AR, ST e R ME . BHE TR, ZEARR
WOk & R A e 4 Rl e A B B R (I 1 BB, FedDG BEHESCIR Y
IEY” DCF FEPERE ERPEE A0 T BT IRz A 7 ¥k o

FusionINV: A Diffusion-Based Approach for Multimodal Image Fusion
IEEE Transactions on Image Processing
Pengwei Liang, Junjun Jiang, Qing Ma, Chenyang Wang, Xianming Liu, Jiayi Ma

Balancing Task-invariant Interaction and Task-specific Adaptation for
Unified Image Fusion

IEEE/CVF international conference on computer vision 2025

Xingyu Hu, Junjun Jiang, Chenyang Wang, Xianming Liu, Jiayi Ma

Incrementally Adapting Pretrained Model Using Network Prior for Multi-
Focus Image Fusion
IEEE Transactions on Image Processing

Xingyu Hu, Junjun Jiang, Chenyang Wang, Xianming Liu, Jiayi Ma

Learning with Noisy Labels via Sparse Regularization
IEEE/CVF international conference on computer vision 2021
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Xiong Zhou, Xianming Liu, Chenyang Wang, Junjun Jiang, Xiangyang Ji
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