Chapter 1: Introducing MLflow
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= e Command

¥ Artifacts
Full Path: file ////private/tmp/mlruns/0/bca39413597b... 4
B MLmodel Size: 3638 =
B conda.yaml .
B model.pkl artifact_path: model_random_forest

flavors:
python_function:
env: conda.yaml
loader_module: mlflow.sklearn
model_path: model.pkl
python_version: 3.7.6
sklearn:
pickled_model: model.pkl
serialization_format: cloudpickle
sklearn_version: @.23.2
run_id: bca3941397b64591b5994d8a56@ce973
utc_time_created: "2020-11-01 17:03:56.642575'
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Add Tag
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= Atifacts.
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B MLl Sira: OB
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_J Select a file to preview
— Suppocted formats: image, e, Hmd, pol, geojson files
~ Description(#
Random forest sample model.
v Tags
Name Value Actions.
Status Production 2|
Team Data-Science Z W
Add Tag
Add
- Vrsors [ e
Version Registered at Created by Stage
@ Version 1 2020-11-01 21:19:22 Stagng
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Chapter 2: Your Machine Learning Project
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Chapter 3: Your Data Science Workbench

( Tools/Frameworks
S
Experimentation .
Management - Data Management |
| l.\-— ——
( Dependency ‘
‘ Management _L Model Management
Data Scence Workbench |
Deployment
I“ | /‘
docker
docker dockar
T
5;-:
o - jupyter
| b._——_’ ;w/ PostgreSQL
Data Scientist

CONTAINER ID
@dcf246e@aa5
pyter_1
4ea4277255d0
flow_1
98a0ce9f 504
stgres_1
(base)

IMAGE
gradflow/workbench/jupyter:0.1.0

gradflow/workbench/mlflow:0.1.0

gradflow/workbench/postgres:0.1.0

Desktop




File

Edit View Run
+

./

Name -

B data

W docker

B notebooks

| src

= tests

¥: docker-compose.yml
[ LICENSE

D Makefile

M README.md

O requirements.txt
@ setup.py

O tox.ini
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default
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Models

Experiments

default

@ Track machine learning training runs in an experiment. Learn more

Experiment ID: 3 Artifact Location : /data/artifacts/3

v Notes [#

None

o,

Search Runs:

] =

Showing 0 matching runs Download CSV&,

Start Time Run Name User Source Version

No runs yet. Learn mere about how to create ML maodel training
runs in this experiment.
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‘: File Edit WView Run Kernel Tabs Settings Help

s} + B b 4 c [ Launcher # B miflow_sample.ipynb *
B | notebooks | B + X O » m C Code w Python3 O
Name - Last Modified
. " [1]: import mlflow
mlfl le. b second:
o] A, e S840 mlflow.set_experiment(‘mLlflow_experiment®)
£ with mlflow.start_run{):

mlflow. log_param{”name”, "mlflow_test")
miflow.log_param({“category", "algorithm"}

oy mlflow. log_param({“type", "classification")
o
for 1 in range(5):
mlflow. log_metric{"i", i, step=i)
[} mLflow. log_artifact{"mlflow_example. ipynb")
l INFO: 'mlflow_experiment' does not exist. Creating a new experiment
Experiments + miflow_experiment
Soarch Experimont Experimant ID: 2 Artifact Location : idatafartilacts 2
Daofaul £ &
miflow_sxperiment & B = Moles 4
Hong
Search Runa: | mosic.rmse < 1 and params model < o anc g @ State: | Actwe - [[TEEIN  Clo
Showing 1 matching nan 0 Dirlete Deramilond G5V A = @ i Columns
Parameters Medrics
] Sasn Time Run Mamg  User Source  Werin  cabegory  name e i
O 2 2030-12-28 et - T O ioviem - sigoiit. mifiow.,  clasd. 4

miflow_experiments > Run 20193c2881c741b98e0e0a8652465¢3b ~

Date: 2021-07-02 19:01:10 Source: 2 ipykernel_launcher.py User: admin
Duration: 184ms Status: FINISHED
» Notes [£

» Parameters
~ Metrics

Name Value

Il 4

» Tags
v Artifacts

B miflow_sample.ipynb Full Path: /data/artifacts/4/20193¢2881c741b98e0e0a8652465c3b/arlifacts/mlflow s...
Size: 14.2KB

le

import random
import mlflow
from mlflow.pyfunc.model import PythonModel



class RandomPredictor(PythonModel):
def __init_ (self):
pass

def predict(self, context, model_input):
return model_input.apply(lambda column: random.randint(@,1))

# Construct and save the model

model_path = "randomizer_model"

r = RandomPredictor()
mlflow.pyfunc.save_model(path=model_path, python_model=r)

+ B * C
_

B / notebooks /

o Name -~

BB randomizer_model

a °® ™| miflow_sample.ipynb
W] stockpred_randomiz...

# Load the model in “python_function® format
loaded_model = mlflow.pyfunc.load_model(model_path)

import pandas as pd
model_input = pd.DataFrame([range(10)])

random_predictor = RandomPredictor()
mlflow.set_experiment('stockpred_experiment_days_up"')
with mlflow.start_run():

model_output = loaded_model.predict(model_input)

mlflow. log_metric("Days Up",model_output.sum())
mlflow. log_artifact("stockpred_randomizer.ipynb")



Experiments + stockpred_experiment_days_up

Search Exparimants Experimant ID: 4 Adtitact Localion /data/artéacts/d
Default £ &

mifiow_sxpariment £ 2} ~ Notes [

slockpred_expeviment & Mone

Saarch Rung: | matrics. rmsa < 1 and params.model = “tnoa
Showing 6 matching runs Diabarta
Melrics
[[]  Start Tiess Run Mame | Usar Source Wersion DaysDown | Days Up
0 ©2020-12-28 13:06:44 - adimin O ipyiernal, - - ]
0 @ 2020-12-28 130437 - wimin O ipyiarnal. = - 5
[l @ 2020-12-28 130248 admin 2 ipyloernal_ - 1 a6
0 & 2020-12-28 130541 - adrmin 2 ipoernal. - - -
0 B 00-12-28 130152 - gmin D ipykernal. - - -
(|| @ 2020-12-28 130041 - adimin L ipycernal. = - E
m I C Experiments  Models GitHub  Docs

stockpred_experiment_day5_up > Run 3201f594109a45d582a01151be8023fb ~

Date: 2021-07-02 19:40:23 Source: 4 ipykernel_launcher.py User: admin
Duration: 87ms Status: FINISHED

+ Notes [4

None

» Parameters

~ Metrics

Name Value
Days Up L2 6

» Tags

v Artifacts

Bi stockpred_randomizer.ipynb



Chapter 4: Experiment Management in MLflow
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[3]:
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Baseline_Predictions > logistic_regression_model_baseline ~

Date: 2021-02-16 11:53:44

Dwration: 0.7s

a'atifacts N AaBed TAMSLNBLSEAAbOITOARE2T 1 fartitactsinaining_corfusion_ma

» Notes
Mone
* Parameters
Nama Value
C 1.0
class_waight MNana
dhual il
fit_imtercept True
intercapl_scalng 1
11_ratio MNone
ma_itar 100
miuiti_class aulo
n_jobs Manea
= Arfifacts
* i modal Full Path: fdat
B irpining_conhusion_malrte prg Size: 99650

-] irpining _peacision_rocall _cune.pog
1B IrRining_noe_oundd. png
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Sourca: L ipykernal_launchearpy

Status: FINISHED
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Baseline_Predictions > xgboost_model_basaline -

Data: 2021-02-16 11:537

Duration: 4%2ms

= Motes [

Mone

+ Parameters

1 _expariment_score L=

= Aridacts

:8

Valua

0.574

Source: O ipykermel_launchar,py

Status: FINISHED

* I modl Full Path: idate'artilncts 20 fadackEBE34 58 2855606300 | bifca/arslacistonturne_imporiancn_w.

B teature_importance_woight json Size:; 10.16K8
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Baseline_Predictions > keras_model_baseline ~

Date: 2021-02-16 12:01:43 Source: U ipykernel_launcher.py
Duration: 5.1s Status: FINISHED
v Notes (2
None
v Parameters
Name Value
batch_size None
class_weight None
epochs 20
initial_epoch 0
max_queuve_size 10
opt_amsgrad False
opt_beta_1 09
Metrics
Start Time Run Mame Models f1_experiment_score
©2021-02-16 12:01:  keras._. keras 0.583
© 2021-02-16 11:53:  logistic... [y sklearn 0.663
© 2021-02-16 11:53:  xgboos... xgboost 0.574

Load more



Metrics

f1_experiment_score 12

training_accuracy_score k2

training_f1_score |=*

training_log_loss 1

training_precision_score L2

training_recall_score 2

training_roc_auc_score 2

training_score 2

Hyperopt_Optimization

@ Track machine learning training runs in an axpariment. Learn mare

Experiment ID: &
* Males [
None

Search Runs: Q)

Showing 11 mabc!mg FUnsS

Start Time

JOoooooooag o

B & 031-02-17 1%
& 2021-02-17 °
& 2021-02-17 *
& 2021-02-17 *
) 30210217 *
2 2021-02-17 ¢
) 20210217 °
@ 2021-02-17 °
@ 2021-02-17 ¢

Source

L ipywarnel_laung
L ipysoarnal_laune
L ipykernel_laune
L ipykernel_launc
L ipioarnel_launc
L ipyhonrve|_laune
L ipykernel_launc
L ipyioarnel_laung
o ipyloarnel_lsune

Download CSVA

Models

B skdaarm
skbearn
B skiearn
(& skdearn
akbearn
& skhearn
[ skdearn

skiearn

0.663
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0.564
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Artifact Location: ‘datafartifacts's

Paramaters >
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Chapter 5: Managing Models with MLflow

o MLflow Models

Ter -wé.,'F\ow # &
Inference Code
ml7/c

Spark

o Flavor 1 Flavor 2
. : & Batch & Stream|

Scoring

Spark

-
o ®,
Standard for ML .
ML Models Serving Tools

Frameworks
databricks

artifact_path: model
flavors:
python_function:
env: conda.yaml
loader_module: mlflow.sklearn
model_path: model.pkl
python_version: 3.7.6
sklearn:
pickled_model: model.pkl
serialization_format: cloudpickle
sklearn_version: 0.22.2.postl
run_id: 75c¢2c¢826870d4d6082b3c6e10934a99f
signature:
inputs: '[{"type": "double"}, {“"type": "double"}, {"type": "double"}, {"type": "double"},
{"type": "double"}, {"type": "double"}, {"type": "double"}, {"type": "double"}]'
outputs: '[{"type": "long"}]'
utc_time_created: '2021-02-22 15:47:40.557303"

mlflow.set_experiment("Baseline_Predictions_M1flow_Check")
mlflow. tensorflow.autolog()

model = keras.Sequential( [

keras.layers.Dense(
units=36,
activation='relu',
input_shape=(X_train.shape[-1],)

e

keras.layers.BatchNormalization(),

keras.layers.Dense(units=1, activation='sigmoid'),

1)

model.compile(
optimizer=keras.optimizers.Adam(1lr=0.001),
loss="binary_crossentropy",
metrics="Accuracy"

)

with mlflow.start_run(run_name='keras_model_baseline') as run:
model.fit(X_train, y_train, epochs=20, validation_split=0.05, shuffle=True,verbose=)



~ Artifacts

¥ I model

Full Path: /data/artifacts/1/132e6fa332f2412d85f3cb9e6d6bco33/artifacts/imodel/ML. .. 3
v Bm data Size: 334B -
B keras_module.txt :
B model.hs (;{tl fact_path: model
avors:
save_format.txt Keras:
B MLmodel data: data
conda.yaml keras_module: tensorflow.keras
» BB tensorboard_logs keras_version: 2.4.0
model_summary.txt save_format: h5
python_function:
data: data
env: conda.yaml
loader_module: mlflow.keras
python_version: 3.7.6
run_id: 132e6fa332f2412d85f3cb9e6d6bc933
utc_time_created: '2021-03-11 16:22:31.127098"'
v Artifacts
v 8 model Full Path: /data/artifacts/1/132e6fa332f2412d85f3cb9e6d6bc933/artifacts/model/con
v m data Size: 1278 =
keras_module.txt
B model.hs channels:
N - defaults
save_format.txt
- conda-forge
B MLmodel dependencies:
B conda.yaml - python=3.7.6
» I tensorboard_logs - pip
B model_summary.txt - pip:
- mlflow

- tensorflow==2.4.1
name: mlflow-env

artifact_path: model
flavors:
python_function:
env: conda.yaml
loader_module: mlflow.sklearn
model_path: model.pkl
python_version: 3.7.6
sklearn:
pickled_model: model.pkl
serialization_format: cloudpickle
sklearn_version: 0.22.2.postl
run_id: 57d4216eeeald99c8607b1d3f6265775
signature:
inputs: '[{"type": "double"}, {"type": "double"}, {"type": "double"}, {"type": "double"},
{"type": "double"}, {"type": "double"}, {"type": "double"}, {"type": "double"},
{"type": "double"}, {"type": "double"}, {"type": "double"}, {"type": "double"},
{"type": "double"}, {"type": "double"}, {"type": "double"}, {"type": "double"},
{"type": "double"}, {"type": "double"}, {"type": "double"}, {"type": "double"},
{type: “double®}, {*type!: *double’}, {“type': ‘‘double’}, {*type": ‘“double'},
{"type": "double"}, {"type": "double"}, {"type": "double"}, {"type": "double"}]'
outputs: '[{"type": "long"}]'
utc_time_created: '2021-03-11 19:28:54.202276"'



mli Models GitHub Do

Registered Models
@ Share and serve machine learning models. Learn more X
o
Name * Latest Version _Staging Last Modified =
Baseline Model Test Version 2 - - 2021-03-12 04:55:09

Page 1 10/ page V'

Create Model

* Model name

After creation, you can register logged models as new versions. Learn more.

Register Model

+ Create New Model




Search Runs:  Q -] = Filter Clear

Showing 11 matching runs ~ Compare Delete Download CSV&, © Columns
Metrics <
D Start Time 7 User Models training_accurai | training_f1_sc training_log_los
D @ 2021-03-12 05:15:03 admin sklearn 0.569 0.535 training _f1_score
O © 2021-03-12 05:14:42 admin sklearn 0.569 0.535 0.68
O © 2021-03-12 05:14:38 admin sklearn 0.569 0.535 0.68
O © 2021-03-12 05:14:59 admin sklearn 0.568 0.534 0.68
D @ 2021-03-12 05:15:06 admin sklearn 0.572 0.532 0.681
O ©2021-03-12 05:14:45 admin sklearn 0.568 0.531 0.68
O ©2021-03-12 05:14:49 admin sklearn 0.569 0.529 0.681
D © 2021-03-12 05:14:52 admin sklearn 0.568 0.528 0.681
O © 2021-03-12 05:14:55 admin sklearn 0.567 0.527 0.681
O ©2021-03-12 05:14:34 admin sklearn 0.565 0.517 0.681
O ©2021-03-12 05:14:34 admin - - = -

Register Model

* Model

+ Create New Model

* Model Name

BTC StockPrediction

o

Registered Models
(D Share and serve machine learning models. Learn more X
Create Model
Name * Latest Version | Staging Last Modified -
Baseline Model Test Version 2 - . 2021-03-12 04:55:09
BTC StockPrediction Version 1 - - 2021-03-12 05:27:17

Page1 > 10/ page vV



Production Archive

=

Registered Models > BTC StockPrediction > Version 1 ~

Registered At: 2021-03-12 05:27:17 Creator :

Stage: None
Last Modified: 2021-03-12 05:41:12 Source Run: Run 719221d3ea7943458bef6b622dc66970
Transitionto =
~ Description [

Transitionto = Archived
First model to predict of bitcoin. F

was used and there is relative confidence to move the model to a Staging stage.
v Tags
Name Value Actions

Ticker BTC

N
=]

Add Tag

v Schema
Name Type

& Inputs (14)
& Outputs (1)

Stage Transition

Transitionto = | Staging |

Transition existing \ Staging | model versions to  Archived

Cancel




Chapter 6: Introducing ML Systems Architecture

Data
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Chainer Jupyter MPI MxNet

ML tools
Iu.r'lll.!jl: Catily) Iﬂ“ﬂ
Chainer operator Fairing
Kubeflow MIP1 operator Metadata
applications and
scaffolding MXMet operato Pipelines Prometheus

PyTarc

Spartakus

TFEJab aperator

bernetes

Platferms / clouds

g
Environment

Schedulles Training Jobs - . : Retrieves moedels in production

Local
Envitonm
Data Science e Pushes Metrics to, « « « =+ = ** """ Dep”I noa!
s Environment
Retrieves data from the e
- Sends a Prediction Request
Pushas Metrics to
Model Developer Register Features / .

Frontend

Explores Data Retrieves Features To Score
Registers Datasets /
\ Feature / Data Layer Production System/




Chapter 7: Data and Feature Management

Registers Models- Model Registry

Environment

R Retrieves models in production

Schedulles Training Jobs . .
- Shares Models’ Manages Models =

Pushes Metrics to Pushes. Metrios to

Local
Environm
.......... Monitoring and L Inference/
__________ B Pushes Metrics to, - « =+« *** *
Data Science Plshes Metrics to* = + - - | Metrics Layer vov e Hen8S Matnes o Deployment
Workbench . Environment

Retrieves data from the .

Sends a Prediction Request

Pushes Metrics to

Register Features /

Model Developer ’
P Explores Data Retrieves Features To Score
Registers Datasets /
\ Production System/
Frontend

Feature / Data Layer
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M data Add folders
% .gitignore Fix gitignore
[ LICENSE Add chapter 6 code
9 MLproject Add chapter 6 code
[ README.md Add chapter 6 code
[  check_verify_data.py Add chapter 6 code
[ condayaml Add chapter 6 code
[3 feature_set_generation.py Add chapter 6 code
(%  load_raw_data.py Add chapter 6 code
[  main.py Add chapter 6 code
mli/c Experiments  Models GitHub  Docs
Experiments + psystock_data_pipelines

Artifact Location :
@ Experiment ID: 1 file:///Users/admin/development/Machine-Learning-Engineering-with-
Miflow/chapter_7/psytock-data-features-main/miruns/1

Default 2
psystock_data_pipelines 2 i
+ Notes [

None

Search Runs:  Q [~} = Filter Clear

Showing 4 matching runs Download CSV&, = |E] & Columns
D Start Time Run Name User Source
O B ©2021-07-03 10:47:04 pystock-data-pip... admin [ psytock-data-feati
D © 2021-07-03 10:47:15 feature_set_gener... admin [ psytock-data-feat
O © 2021-07-03 10:47:11 check verify data admin [ psytock-data-feat:
dJ ©2021-07-03 10:47:07 load_raw_data admin (7 psytock-data-feat:

psystock_data_pipelines > load_raw_data ~

Git Commit:
: -07- 47 O -data- -main:
Date: 2021-07-03 10:47:07 Source psytock-data-features-main ‘Oad_raw_data55d140dfesb9c09bf354d5328b15aee?43d0d31b
Entry Point: load_raw_data User: admin Duration: 3.7s
Status: FINISHED Parent Run: 99d658fecab84723befcbdal9dciaSch

+* Run Command

mlflow run file:///Users/admin/development/Machine-Learning-Engineering-with-M1flow#chapter_7/psytock-data-
features-main —v 55d140dfe8b9c@9bf354d5328bl5aee743d@d31b —e load_raw_data -b local



psystock data_pipelines > check_verify_data ~

Date: 2021-07-03 10:47:11 Source : [0 psytock-data-features-main:clean_validate_data Git Commit: 55d140dfe8b9c09bf354d5328b15aee743d0d31b
Entry Point: clean_validate_data User: admin Duration: 3.9s
Status: FINISHED Parent Run: 99d658fecab84723befcbda19dciasch

» Run Command
» Notes [4
» Parameters

» Metrics
» Tags
~ Artifacts
B describe_data json Full Path: file://1 ine-Learning ing-with-Miflow/chapter_7/psytock-data-...
Size: 1.38KB
{
"High": {
"count": 92,
"mean": 47448.515816066574,
"std": 10467.57427637064,
"min": 32637.587890625,
"25%": 37590.8642578125,
"50%": 44679.287109375,
"75%": 58039.20703125,
"max": 64863.09765625
1
D Start Time Run Name Source
E] B ® 2021-07-03 11:12:50 pystock-data-pipeline O psytock-data-features-
E] ® 2021-07-03 11:13:01 feature_set_generation O psytock-data-features-
E] © 2021-07-03 11:12:56 check_verify_data (O psytock-data-features-
O © 2021-07-03 11:12:53 load_raw_data (O psytock-data-features-

materialize() — get_online_features()
—_—

Version

55d140
55d140
55d140

55d140

Feature
Online Store Vector Model Prediction

7
Data Feast
Warehouse

get_historical_features()

Featura Meodeal Motebook

Data Frame Trainer

le



Chapter 8: Training Models with MLflow

Ll k'))
\ Inference API

Deploy Model in Al
Training Job Evaluate Model png st iy
gisty (] [0
I—
Model Regist:
Batch Scoring
v Artifacts
v Im model . ;
Full Path: ./timp/0/ed0a40810bbb44d883b6b7bb54776e12/artifacts/model Register Model
B MLmodel Size: 0B
conda.yaml
B model.xgb MLflow Model

B feature_importance_weight.json
The code snippets below demonstrate how to make predictions using the logged model. You can also register it to the

model registry.

B feature_importance_weight.png

Model schema Make Predictions

Input and output schema for your model.  Predict on a Spark DataFrame:

Learn more -
import mlflow

logged_model = './tmp/@/ed@a40810bbb44d883b6b7bb54776

Name Type el2/artifacts/model’

E Inputs (14
puts (19) # Load model as a Spark UDF,

loaded_model = mlflow.pyfunc.spark_udf(logged_model)

long
] lon # Predict on a Spark DataFrame.
¢ df .withColumn(loaded_model, 'my_predictions')
2 long Predict on a Pandas DataFrame:
import mlflow
3 long

logged_model = './tmp/@/ed@a4@810bbb44d883bbb7bb54776

al?/arti Facte /madal !



~ Metrics

Name Value
accuracy_score |22 0.423

average_precision_score 2 0.431

f1_score |2 0.444
jaccard_score |22 0.286
log_loss &2 19.93
matthews_corrcoef 122 -0.144
precision_score |22 0.4

recall_score | 0.5

zero_one_loss 12 0.577

Experiments Models GitHub  Docs

Registered Models

@ Share and serve machine learning models. Learn more X
Create Model n
Name = Latest Version Production Last Modified
training-model-psystock Version 1 - - 2021-07-05 19:49:22

Page 1 10 /page VvV



Chapter 9: Deployment and Inference with MLflow

1
[
[ ]
Input Prediction CSV

Pystock
EE= P Inference
]| < Batch

mni
Load latest version of model

Model Registry \ &

Output Prediction CSV

Inference API

equest is_it_going_up( day1...day14.) ?

Load latest version of model
EE)
0| om
2 mific ront End System

Model Registry

aws  services ¥ ts cs Option+S £\ Matulauchande ¥  Ireland ¥  Support ¥
Amazon Container X ECR > Repositories
Services
Private Public
Amazon ECS
Clusters

9

Private repositories (1)

Task definitions

Q 1 &
Amazon EKS R o g G o
epository URI = © Tag . can on ncryption

Clusters name 'y immutability push type

492299092739.dkr.ecr.eu-west- 29 May 2021

miflow-pyfunc recr.eu-wes g Disabled Disabled AES-256

1.amazonaws.com/mlflow-pyfunc 17:52:24

Amazon ECR

Repositories
Registries

Public gallery [4



Monitor

Access CloudWatch logs to view your Jupyter notebook's debugging and progress reporting. Learn more

View invocation metrics [ View instance metrics [ View logs [4
Add to dashboard 1Th 3h 12h 1d 3d 1w @
CPUUtilization MemoryUtilization DiskUtilization
60 1.2
34
1
40 3.2
3 038
20 2.8
0.6
26

14:00 1415 14:30  14:45 14:00 14:15 1430 1445 14:.00 14:15 14:30 1445



Chapter 10: Scaling Up Your Machine Learning Workflow

? &
Welcome to & databricks
m Drop files or click to browse
Explore the Quickstart Tutoral Import & Explore Data Create a Blank Notebook
Spin up a cluster, run queries on preloaded data. and display Quickly import data, preview its schema, create a table, and Create a notebook to start querying, visualizing, and modeling
results in 5 minutes. query it in a notebook. your data
Common Tasks Recenis What's new in v3.49
Recent files appear here as you work Databricks Status

[2) New Notebook
View latest release notes
BB create Tavle

-"2“- New Cluster

A New MLilow Experiment

& 1mport Library

Create New Table
Data source @

Upload File S3 DBFS Other Data Sources Partner Integrations

DBFS Target Directory @
/FileStore/tables/ | (optional) Select

Files uploaded to DBFS are accessible by everyone who has access to this workspace. Learn more

Files @

S
(0]
il
G,
Q

input_predicu

2.2 KB
Remove file

P

+File uploaded to /FileStore/tables/input_prediction-5.csv

Create Table with Ul (' Create Table in Notebook = @




-~

@ Create Cluster
0 Workers:0 GB Memory, 0 Cores, 0 DBU
New Cluster Cancel 1 Driver:15.3 GB Memory, 2 Gores, 1 DBU @

Cluster Name Ul | JSON

bitpred_poc_cluster

Databricks Runtime Version @

| Runtime: 8.3 (Scala 2.12, Spark 3.1.1)

F[MER Databricks Runtime 8.x uses Delta Lake as the default table format. Learn more

Instance

Free 15GB Memory: As a Community Edition user, your cluster will automatically terminate after an idle period of two hours.
For more configuration options, please upgrade your Databricks subscription.

Instances Spark

Availability Zone ©

|’ auto

Create Notebook

Name
{ bitpred_prod

Default Language
‘ Python

Cluster

‘ My Cluster




A Experiment "D Revision history

bitpred_poc &
Experiment Runs Dated & &

2021-05-11 21:01:09 SAST B &
[51 C: 1.0, class_weight: Nome, dual: ..
& training_accuracy_score: 0.7, ...

Models
B sklearn

Notebook Published

The notebook was published successfully. Please copy the url and save it
(it may take a minute or two for your updates to be publicly available).
The link will remain valid for 6 months.

https://databricks-prod-cloudfront.cloud.databricks.com/public/4027ec902e2




Chapter 11: Performance Monitoring

~ Artifacts

B input_data_drift.html
B input_data_drift.json

Target Drift: not detected, p_value=0.171135

0.5

0.4

0.3

Share

0.2

0.1

Full Path: file:///Users/admin/development/Machine-Learning-Engineering-with-Miflo. ..

Size: 9.46MB

Feature

v day9

DATA DRIFT

0.7

0.6

0.2

Reference Current
Type T T
Distribution Distribution

DATA DISTRIBUTION

0.4 0.6

target

0.8

P-Value

Data fi

™
drift Similarity

or

Test

Not
Detected

e Current

B Reference

M current

e

Target (Prediction) Behavior By Feature

Feature

> day3

Q, Search




v Artifacts

Bi target_drift.html

Full Path: file:///Users/admin/development/Machine-Learning-Engineering-with-Miflo...

le

B target_drift.json Size: 9.27MB
v day4
dataset=Reference dataset=Current
40 target
H o
| I
35
30
25
4
c
3
[ 20
15
10

—00.5 0 0.5 1 1-3.5 0 0.5 1 1.5

~ Artifacts

» 8 model
B feature_importance_weight.json
Bi feature_importance_weight.png
B reports_model_performance.html

CPUUtilization
0.2
0.15
0.1
15:00 16:00 17:00

Full Path: ./model_performance_drifts/mlruns/1/a4001cfdaeaedf5d9490004802babg. ..
Size: 9.86MB

e

Classification Model Performance Report. Target:'target'

Reference: Model Quality With Macro-average Metrics

1.0 1.0 1.0 1.0

Accuracy Precision Recall F1

Current: Model Quality With Macro-average Metrics

0.5638 0.638 0.539 0.5636

Accuracy Precision Recall F1
Reference: Class Representation
MemoryUtilization DiskUtilization

267 —

2.66 0.479
2.66 0.479
266 0478
266 0.478

15:00 16:00 17:00 15:00 16:00 17:00



Various units

2.67
1.38

0.094
14:30 14:45 15:00 15:15 15:30 15:45 16:00 16:15 16:30 18:45 17.00 17:15 17:30

All metrics Graphed metrics (6) Graph options Source

Ireland v All > /aws/sagemaker/Endpoints > EndpointName, VariantName Q. Search for any metric, dimension or resource id Graph search
v EndpointName (6) VariantName Metric Name
s pystock-api pystock-api-model-03g0aafabglgdtuwyss2buw GPUUtilization
v pystock-api pystock-api-model-03g0aafabglgdtuwyss2buw MemoryUtilization
v pystock-api pystock-api-model-o3g0aafabglgdtuwyss2buw DiskUtilization
v pystock-api pystock-api-model-pf20mijdriqge6yqpz0uakw CPUUtilization
pystock-api pystock-api-model-pf20mijdrige6yqpz0uakw MemoryUtilization
pystock-api pystock-api-model-pf20mijdrige6yqpz0uakw DiskUtilization

Services

Step 1 . . oy .
S Specify metric and conditions
Specify metric and
conditions
Metric
Step 2
Graph
Step 3 This alarm will trigger when the blue line goes above the red line for 1 datapoints within 5 minutes.
Percent b Namespace
0.25 /aws/sagemaker/Endpoints
Step 4 i Metric name
0202 s CPUUtilization

EndpointName

0.15
pystock-api

0.1 VariantName

L A L 17:00 pystock-api-model-pf20mijdriqe6yqpzOuakw
® c 2021-07-05 15:20 UTC
1. O CPUUtilization 0.0968228 Statistic
Q. Maximum X
Period

5 minutes v



Chapter 12: Advanced Topics with MLflow

Create Cluster
0 Workers:0 GB Memeory, 0 Cores, 0 DEU
NeW Cluster Cancel 1 Driver:15.3 GB Memory, 2 Cores, 1 DBU @

Cluster Name

bitpred_poc_cluster

Databricks Runtime Version @

Runtime: 8.4 Beta (Scala 2.12, Spark 3.1.2)

mat. Leam more
Instance
Free 15GB Memory: As a Community Edition user, your cluster will automatically terminate after an idle period of two hours.

For more configuration options, please upgrade your Databricks subscription

Instances Spark

Availability Zone @

us-west-2¢

? &
Welcome to & databricks
Drop files or click to browse { }
® @ +
Explore the Quickstart Tutorial Import & Explore Data Creale a Blank Nolebook
Spin up a cluster, run queries on p d data, and display Quickly import data, p s sch create a table, and e a notebook to sta ing, visualizing, and modeling
results in & minuf q data

Common Tasks Recents What's new in v3.49

) . -
@ New Notebaok Recent files appear here as you work Databricks Status

View latest release notes
B Create Table

i%a New Cluster

A New MLilow Experiment

& \mport Library




Create Notebook

Mamsa

| r_test

Default Languags

R

Cluster

| My Cluster

Iv |

| Cancel | Create

Model Accuracy AUC  Recall Prec. Fi Kappa MCC  TT (Sec)
dt Decision Tree Classifior 06133 06083 06333 06683 06212 02126 02314 0.0050
ir Logistic Regression 0.5733 06167 0.6667 0.6367 06281 01186 0.1474 03750
nb Maive Bayes 05267 0.5667 06000 05667 05752 00270 0.0301  0.0060
lightgbm Light Gradient Boosting Machine 0.5233 05778 06000 06117 05685 0.0186 0.0507 0.0410
knn K Neighbors Classifier 05200 04556 07000 05367 06024 -0.0226 -0.0145 0.0080
ada Ada Boost Classifier 067 06111 05333 0.5683 05055 0.0538 0.0788 0.0330
xgboost Extreme Gradient Boosting 05033 05278 0.5667 05333 05419 -0.0201 -0.0255 0.0910
ridge Ridge Classifier 0.4967  0.0000 05333 05533 0.4948 -0.0008 0.0176 0.0050
qda Quadratic Discriminant Analysis  0.4067  0.4722 0.6000 0.5250 0.5450 -0.0285 -0.0522 0.0060
Ida Linear Discriminant Analysis 0.4967 06167 05333 05533 04248 -0.0008 0.0176 0.0060
catboost CatBoost Classifier 0.4500  0.3667 0.5333 04750 04943 -0.1054 -0.1242 0.7460
ghe Gradiant Boosting Classifier 0.4467 0.4844 05667 04500 05000 -0.1321 -0.1537 0.0240
of Random Forest Classifier 04333 03917 05333 04417 04640 -0.1281 -0.1614 0.0880
sWm SVM - Linear Kernel 0.4300 00000 04687 04200 04038 -0.1594 -0.1742 0.0050
ot Extra Trees Classifier 0.4300 0.4389 05333 04533 04748 -01767 -02021 0.0FT0



Experiment ID: 1

~ Notes [

None

Artifact Location::

file:/{Usersfadmin/development/Machine-Learning-Engineering-with-Miflow/chapter_12/autom|_pycaret/miruns/1

Search Runs: O (-] = Filter Clear
Showing 33 matching runs Download CSV.&, = | B @ Columns
Parameters > Metrics > Tags
J Run Name c CPU Jobs Categorical Feature AUC Accuracy F1 usl Run Time
O CatBoost Classifier - 0.372 0.38 0.421 796d 7.76
O Random Forest Classifier - 0.361 0.38 0.396 796d 1.3
O K Neighbors Classifier - 0.406 0.4 0.411 796d 0.25
O Decision Tree Classifier - 0.408 0.427 0.452 796d 0.22
O Gradient Boosting Classifier - 0.383 0.43 0.438 796d 0.39
G Light Gradient Boosting M... = 0.439 0.433 0.408 796d 0.59
O Extra Trees Classifier - 0.386 0.437 0.469 796d 0.86
D Ada Boost Classifier S 0.508 0.453 0.458 796d 0.49
U Linear Discriminant Analy... - 0.406 0.47 0.428 796d 0.2
O Quadratic Discriminant An... o 0.456 0.477 0.578 796d 0.21
D Naive Bayes - 0.456 0.477 0.485 796d 0.19
El Extreme Gradient Boosting o 0.467 0.49 0.48 796d 1.08
O Ridge Classifier - 0 0.49 0.468 796d 0.18
C] Logistic Regression 1.0 = 0.422 0.49 0.468 796d 4.88
Vo .. V20 va21 va22 va3 V24 V25 V26 va7 V28 Amount
0.363787 .. 0.251412 -0.018307 0.277838 -0.110474 0.066928 0.128539 -0.189115 0.133558 -0.021053  149.62
-0.255425 ... -0.069083 -0.225775 -0.638672 0.101288 -0.339846 0.167170 0.125895 -0.008983 0.014724 2.69
-1.514654 ... 0.524980 0.247998 0.771679 0.909412 -0.689281 -0.327642 -0.13%9097 -0.055353 -0.059752 378.66
-1.387024 ... -0.208038 -0.108300 0.005274 -0.190321 -1.175575 0.647376 -0.221929 0.062723 0.061458 123.50
0.817739 .. 0.408542 -0.009431 0.798278 -0.137458 0.141267 -0.206010 0.502292 0.219422 0.215153 69.99
1.914428 .. 1.475829 0.213454 0.111864 1.014480 -0.509348 1.436807 0.250034 0.943651 0.823731 0.77
0.584800 ... 0.059616 0.214205 0.924384 0.012463 -1.016226 -0.606624 -0.395255 0.068472 -0.053527 24.79
0.432454 ... 0.001396 0.232045 0.578229 -0.037501 0.640134 0.265745 -0.087371 0.004455 -0.026561 67.88
0.392087 .. 0.127434 0.265245 0.800049 -0.163298 0.123205 -0.569159 0.546668 0.108821 0.104533 10.00
0.486180 .. 0.382948 0.261057 0.643078 0.376777 0.008797 -0.473649 -0.818267 -0.002415 0.013649 217.00



Mame Reference

ID
abod Angle-base Outlier Detection pyod.models.abod ABOD
cluster Clustering-Based Local Outlier pyod.models.cblof CBLOF
cof  Connectivity-Based Local Outlier pyed.models.cof COF
iforest Isolation Forest  pyod.models.iforest.|IForest
histogram Histogram-based Cutlier Detection pyod.models.hbos.HBOS
knn K-MNearest Neighbors Detector pyod.models. knn.KNMN
lof Local Qutlier Factor pyod.models.lof.LOF
sYm One-class SVM detector  pyod.models.ocsvm.OCSVIM
pca Principal Component Analysis pyod.models.pca. PCA
med  Minimum Covariance Determinant pyod.models.mcd.MCD
Subspace Outlier Detection pyod.models.sod.S0D
505 Stochastic Outlier Selection pyod.models.s05.505

psystock_anomaly > Isolation Forest -

Date: 2021-06-01 22:25:37

Duration: 166ms

* Notes [

MNone

~ Parameters

Marme Value
behaviour new
bootstrap False
contamination 0.1
max_features 1.0
max_samples auto
n_estimators 100
n_jobs -1
random_state 8155

verbose o

Source: O ipykemel_launcher py

Status: FINISHED



Experiment ID: 2101485559179462

» Notes[#

Showing 1 matching run

Adrtifact Location : dbfs:/databricks/miflow-tracking/2101485559179462

£ sRefresh Compare Delete Download CSV&
#1 Columns @ Q Search = Filter Clear
=] |
Metrics Parameters
[:] Start Time Run Name | Source Models sensitivity | specificity mtry ntree
[:] @ 1minute ag - [:% RTest crate 0.825 0.560 3 100
Load more




