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Stackable in a Nutshell

Founded
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Our Team: ~20

International in
Germany & Europe

Stackable Data Platform

Open Source
Infrastructure as Code
Cloud native (Kubernetes)

On-Premises, Cloud, Hybrid

Our Services
Product Support

Big Data Consulting

Trainings

Our Customers
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Your free alternative Open-Source Data Platform

Data Visualisation @@ Superset Analytics & Al Sp()ﬂ,(\z |
Security
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Open Policy Agent
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Storage ) druid

Stackable

Monitoring

Data Ingestion

Infrastructure Apache
Orchestration Airflow
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Homepage
2.0

Tech Blog

Automate how vour
business haprules dat~
with Stack-..ole

The modern ope . source data platfor.

FOR DECISIC. JAKERS FOR DEVELOPERS

DOCUMENTATION

% 100% open source % Infrastructure as code

Company

*

Jobs Request Demo

Data sovereignty




Platform Plans Learn Company Blog Request a demo

Homepage
2.0

The modular open source
data platform

Popular data apps. K8s-native. Easy to deploy and 7 _/ -

run.

GET STARTED (FREE) FIND OUT MORE

v Your data, your platform v Open source, up to date v Data mesh ready
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Documentation

HOME GETTING STARTED CONCEPTS TUTORIALS STACKABLECTL OPERATORS CONTRIBUTE

Stackable Operator 0.7 v {a} Stackable Operator for Apache Druid

for Apache Druid nightly
Getting started 0.6
Configuration 0.2 )
Jeage 01 Stackable Operator for Apache Druid
Concepts

This is an operator for Kubernetes that can manage Apache Druid clusters.

Supported Versions
The Stackable Operator for Apache Druid currently supports the following versions of Druid:

e 0.221
e 0.230
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We are proud to announce that Stackable Data
Platform (SDP) Release 22.09 is now available!

Releases

[ The focus in this release is on two major features:
Openshift compatibility and security.

1[] OpenShift compatibility (partially)

Openshift is compatible with Kubernetes -
Kubernetes is a central component of its
distributed platform - though the converse is not
true. Operators and applications that run in a non-
OpensShift Kubernetes environment must be

The new Stackable
. adapted to be runnable within OpenShift. ‘
release 2 2 _09 IS out! Openshift offers advantages in tt ... mehr anzeigen

Ubersetzung anzeigen

e 16 1 Share

& Gefalit mir & Kommentar

Release 1 der g S[ac kable g Kommentieren als Stackable ...
Stackable Data Platform N

SDP Release 2211

Z Stackable

2 | No Comments

Stackable Data Platform (SDP) Release 22.11 has been made publicly available this week! 3 ta C I, a b | fa)
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Looking Back at Releases 22.06, 22.09 & 22.11

e stackablectl

e LDAP support for tools that support it

o Druid

o NiFi

o Airflow

Extended OpenShift support for our operators
Kafka TLS support with secret operator
TrinoCatalogs

Demos!

Updated product versions

Resource management

HBase Phoenix support
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Demos

‘ Demos (Workloads) |

‘ Stacks (Architecture) |
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‘ Releases (Stackable Operators) |
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Real-time display of water
Current Demos levels

(a selection)

DEMO: DATA-LAKEHOUSE-ICEBERG-TRINO-SPARK

Low water or danger of flooding — the water levels of our rivers have moved into the
public interest in times of climate change.

o Stations distribution ¢ @I — D Our Stackable Data Platform demo shows the water levels of rivers in near real-time for
¥ Germany based on data from Pegel Online.

Several components of the Stackable Data Platform play together without requiring much

Data Lakehouse technology

configuration effort:

showcase e S 38
Apache Nifi and Kafka are used to fetch water level measurements from gauging stations
This technology demo showcases some of Stackable’s latest release 22.11 features. MH‘,-,TPEGEL ONLINE - > iy S, distributed across Germany via an API from Pegel Online and store them in Apache Druid.
The demo contains elements of previous demos i.e. i . 54 | NEUE MOBILITAT 3 - e : g € ] ¥
ni g “'"“"'m— / i o . Druid is a scalable real-time database that can be queried using SQL. This method is used
« real-time event streaming with Apache NiFi ‘ e s s . ... ) ) ) ) )
& THiio o SQL atiess and s FE g stons s o in the demo to query gauge levels via Apache Superset and visualize them in the
« visual data display and analysis with Apache Superset ‘[\Z L - = A Con dashboard. For permanent storage, Druid requires a so-called "deep storage’, which is
& APACHE one-iie . P W Tihoeris x - R R . . > . . F
But, adding to this, the demo also includes new lakehouse features such as the §€ kafka —‘“”HSpQ i e o iy | O3 > -— implemented in our example via MinlO as an S3-compatible object store, as it is available
integration with Apache Iceberg providing e.g. transactional consistency and full schema - — R . . R
Swolition: e o in most public and private cloud environments.

2
[5a torage
The result is a powerful blueprint for a modern data stack with the Stackable Data farehouse [Stagis
Pl (cEBER
%

Other highlights of the demo: M I N I O HWM«;:,V.E
¥

« Apache Spark: A multi-language engine for executing data engineering, data science,

and machine learning. This demo uses it to stream data from Kafka into the

.
Event streaming of earthquake
« Open policy agent (OPA): An open source, general-purpose policy engine that unifies ‘
policy enforcement across the stack. This demo uses it as the authorizer for Trino, =T d a t a
which decides which user is able to query which data. Open ety Aot e
©0 Superset )

oo : 2 This Stackable Data Platform demo shows streamed earthquake data end-to-end up to

TUTORIAL =
Earthquakes s e the dashboard. It includes the following operators:

(IR — Gopavonne vy e

Superset: a modern platform for data exploration and visualization. This demo uses

Superset to retrieve data from Druid via SQL queries and build dashboards on that
data.

Kafka: A distributed event streaming platform for high-performance data pipelines,
streaming analytics, and data integration. In this demo, Kafka is used as an event

. . 3,053,218
Analysis with a data lake i

P, et s o s

This Stackable Data Platform demo shows data stored in S3 for analysis up to display in . } )
streaming platform to stream data in near real-time.

the dashboard. Our Stackable operators are used to configure and roll out various
components. In particular, this example shows how role-based data access can be M I N |O e
implemented using the Open Policy Agent:

Nifi: An easy-to-use, powerful system to process and distribute data. This demos
uses it to fetch earthquake-data from the internet and ingest it into Kafka.

Minlo ® Druid: A real-time database to support modern analytics applications. This demo

® MinlO, an S3-compatible object store, persistently stores the data for this demo. Open pqﬁcy Agent uses Druid to ingest and store data in near real-time from Kafka and provide access
® Hive-Metastore stores the metadata necessary to make the sample data accessible data access ) policy to the data via SQL.

via SQL and is used by Trino in our example. gea "’""e“ enforcement ® MinlO: An S3-compatible object store. In this demo, it is used as persistent storage
® Trino is our extremely fast, distributed SQL query engine for Big Data analytics that ‘ / for Druid to store all streamed data.

can be used to explore data spaces and that we use in the demo to provide SQL <“—stores metadata <«—SQL access—— m Superset

access to the data. IVE A Szt
* Finally, Apache Superset we use to retrieve data from Trino via SQL queries and build Hive Metaslore Trino

dashboards on that data. mema: state internal state

Open Policy Agent (OPA): an open source, universal policy engine that unifies policy

enforcement across the stack. In this demo, OPA authorizes which user can query D
tacka

PostgreSQL PostgreSQL




Stackable Release 2022-11
R e I ease 2 2 n 1 1 Planned release date is: 2022-11-11

Release process
We will use a release branch for this release. The process can be summarized as follows:

Overview

« Development in short-lived feature branches with PRs merged to main (current practice)

« Arelease branch is created from main per minor version (e.g. 4.2.x)

« This branch is used for testing and verifying, with fixes being made in main and then cherry-picked to the release branch
« When the release branch is tested and ready, it is tagged and remains open for any subsequent bug fixing etc.

Process steps

() initiate the release process by creating a release branch e.g. 4.2.x and replace “nightly” etc. (as the current release script does)
[0 the docs version is also set, but in antora still marked as prerelease=true

) conduct a non-formal feature freeze (not technically necessary but not a bad idea either). This branch is now the release-
candidate-branch, where tests are made, demos verified etc.

() test and make changes to code and docs in main and then cherry-picked into the release branch
() when testing is complete, tag the release branch

() the docs can now be marked as prerelease=false

([ during the release process, document and plan what can be automated for future releases

Further bug-fixes follow the same pattern (made in main, cherry-picked, release branch re-tagged)
A platform release is then defined by the individually released operators at the time of the release plus the stackablectl releases.yaml.

Release checklists

Beginning of the release cycle

O ® Epic: Update products to latest versions #260
Bump Rust version

Before feature freeze

[CJ Bump operator-rs to latest version in all operators

=F Stackable



Release 22.11

lceberg Support in Trino

Full restart Support for NiFi
Restart Operator

More OpenShift Compatibility
Many many many smaller things

= Stackable



Release 23.01

Focus Topics

Authentication & Authorization
Monitoring & Log Aggregation
New demo
OpenShift

Product Image specification (i.e. “offline” support)

= Stackable



Feature Tracker

Features Categories Products Product Features

75 32 11 53

Features Categories Products

5 6 1 1

o

-
g

-~y
-
=
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GBIF

Global Biodiversity
Information Facility
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Benchmarks

We ran some benchmarks!

* Blog post with numbers and exact commands upcoming ﬁ StaC kab | o



Benchmarks

AAzu re

a

Google Cloud

IONOS

AZ GBIF
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OPENSHIFT
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Benchmark Environment

- GKE 1.23.8

- Machine Type: C2 Standard 8 (see table)
- 16 Nodes (3 Master, 13 Worker)

- SDP 2022.11/CDH6.3.4

Google (c2-standard-8)

CPU 8 (VCPU)
RAM 32 GB
Storage 1 Drive*

“*” More hard drives just share the available bandwidth according to the docs

= Stackable



Kubernetes vs. “Bare Metal”

Teil 1: Average Latency

Teil 1: 95 Percentile

Teil 1: 99 Percentile

Teil 2: Average Latency

Teil 2: 95 Percentile

Teil 2: 99 Percentile

. SDP as fast or faster than CDH

SDP less than 1 ms slower

SDP over 1 ms slower

Workload A Workload B Workload C Workload D Workload E Workload F
ms (I'OU nded) 50% Read / 50% Update 95% Read / 5% Update 100% Read 95% Read/ 5% Insert 5% Insert / 95% Scan 50% Read / 50% Read
Modify Write
CDH SDP CDH SDP CDH SDP CDH SDP CDH SDP CDH SDP
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89 Stackable Data Platform / Trino ¢ <3 s B & < O 2022-11-2409:04:53102022-11-2421:2025 ~+ > Q O +« &
Namespace default v Cluster  trino v
CPU request CPU limit Memory limit Cluster name Workers
10 20 50 i e 5
GiB
CPU usage Memory usage Internal memory usage
745GIB =
S0 279 GiB
55.9 GiB ‘
20 (WA 18.6 GIB
l " 37.3GIB
10 ]
r J{ Jl OETE 93168
0 - “—MA—-} L~ 0B 0B A m_fo\
10:00 12:00 14:00 16:00 18:00 20:00 10:00 12:00 14:00 16:00 18:00 20:00 10:00 12:00 14:00 16:00 18:00 20:00
Network usage Rows/s read Logical bytes read
Max Last 400M rd/s
3.73 Gib/s %
== rx 374 Gib/s 89.3Kib/s 14.0 Gib/s
- g 300M rd/s
1.86 Gib/s ‘ l tx -284 Kib/s -418Kib/s
9.31 Gib/s
0b/s 200M rd/s
e ' ' 100M rd/s 4.66 Gib/s
0rd/s om0l J— 0b/s J 1
10:00 12:00 14:00 16:00 18:00 20.00 10:00 12:00 14:00 16:00 18:00 20:00 10:00 12:00 14:00 16:00 18:00 20:00
Running queries Finished queries
Max Last Last *
20 = —
running 20 0 8000 completed 1589
- queveud (1] 0 == falled 12
1 5 -_—
6000 abandoned 0
== canceled 1
10 4000
5 2000
J/,
0 m nn 0
10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00




@ 88 Stackable Data Platform / MinlO v <& i+ {3 < (@ 2022-11-24 09:04:46 t0 2022-11-2419:03:03 v > @Q a v 2

Q Instance  minio v

Uptime Total S3 Traffic Inbound Capacity Data Usage Growth Object size distribution Total Open FDs

BETWEEN_1024_B_ AN .. | 4717

oo 403 Gi « 74.5GiB BETWEEN_10_MBAN.. | 95 861
55.9 GiB BETWEEN_128_MBA.. | 227

@ 1 0 h 0 u rs Total S3 Traffic Outbound 37.3GiB BETWEEN_1_MB_AND... | 31 Total Goroutines

186 GiB BETWEEN_64_MBAN... | 66
- == Free 89%
Q JZM__ o= - - GREATER_THAN_512_.. | | 1 10.8k
== 10:00 12:00 14:00 16:00 18:00 LESS_THAN_1024 B 809
| DA W LJ\J\J\A._I\_\LML
Total Online Servers Total Online Disks Number of Buckets S3 API Data Received Rate S3 API Data Sent Rate
5 4 2.79 Gib 9.31 Gib
2 1.86 Gib ! 6.98 Gib : :
Total Offline Servers Total Offline Disks SEi D ﬂg a ! 4.66 Gib ﬂ E
[ [ 2.33 Gib
0 1 Number of Objects 0b s 0b h % A_AA
10:00 12:00 14:.00 16:00 18:00 10:00 12:00 14:00 16:00 18:00
Time Since Last Heal Activi... Time Since Last Scan Activ... == Data Received [minio-0.minio-svc.default.svc.clusterlocal:9000] == Data Sent [minio-0.minio-svc.default. sve.clusterlocal:9000]
608 K == Data Received [minio-1.minio-svc.default.svc.clusterlocal:9000] == Data Sent [minio-1.minio-svc.default. sve.clusterlocal:9000]
9.82 hour 238s //’_'—// == Data Received [minio-2.minio-svc.default.sve.clusterlocal:9000] == Data Sent [minio-2.minio-svc.default.sve.clusterlocal:9000]
- Bucket Traffic Sent - Bucket Traffic Received
1.68 Gib/s Mean Max ~ 572 Mib/s Mean Max
== |akehouse 43.0 Mib/s 1.54 Gib/s == |akehouse 13.8 Mib/s 320 Mib/s
1.49 Gib/s — ; - g - -
staging 6.54 Mib/s 724 Mib/s 477 Mib/s staging 440 Mib/s 542 Mib/s
1.30 Gib/s
1.12 Gib/s 381 Mib/s
954 Mib/s
286 Mib/s
763 Mib/s
572 Mib/s 191 Mib/s
381 Mib/s
95.4 Mib/s
191 Mib/s m n ﬂ
0b/s L — l 0b/s
10:00 11:00 12:00 13:00 14:.00 15:00 16:00 17:00 18:00 19:01 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:01
: Bucket objects . Bucket size
Maxv  Last 65.2 GiB Max v Last

6000 == |akehouse 5945 5945 == |akehouse 59.3GiB 59.3 GiB

_f”_—r

= staging 153 153  959GiB = staging  20.0GiB 20.0 GiB
©) 5000
6.6 GiB




Office Hours

Next Office Hours:
27.1.2023
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Follow us

https://www.linkedin.com/company/stackabletech/

https://twitter.com/stackabletech

https://github.com/stackabletech

https://www.xing.com/pages/stackable

Coming soon! (https://slack.stackable.de)

Subscribe to our newsletter: https://newsletter.stackable.tech/

=F Stackable
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https://www.xing.com/pages/stackable
https://www.linkedin.com/company/stackabletech/
https://twitter.com/stackabletech
https://github.com/stackabletech
https://newsletter.stackable.tech/
https://slack.stackable.de

Contact

Lars Francke
lars.francke(@stackable.tech
+49 172 4554978
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Define your Data Platform as Code

define once ... deploy many ... ...wherever you want
% Stackable Data Platform:
On-premises
Zookeeper Cluster Nifi Cluster P — A comprehensive set of software
@@ @@ components playing together to
Git Repository " B §€ * deploy,
TS | * manage,

| * monitor,
update and

§g §8 * secure
%

up-to-date open source products

using a 100%

Zookeeper Cluster Nifi Cluster Kafka Cluster

% Cloud

Infrastructure-as-Code approach

S Stackable



