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Motivation

3D semantic occupancy prediction is central to scene understanding
for autonomous driving, yet it:

> heavily relies on extensive manual 3D annotations
> is constrained by predefined closed semantic spaces

Existing VLM-based methods:
» rely on fixed-class pseudo-labels - struggles to predict novel classes

> base on image-text alignment - suffers from severe mismatches due
to issues like modality gaps
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Goal: Enable open-world 3D semantic occupancy prediction with
flexible adaptation to unknowns.

Insights

Pseudo
Labels

Image
Embeddings

Pseudo Image
Labels Embeddings
1 I

' Similarity-based T Similarity-based
Ground
Cross ]?ntrop Y Alignment rouP e Alignment
I v 1
v \ Modality \
Adaption
—_—
[ [
Closed World Open-Vocabulary | Open World |
Prediction Prediction Prediction

BAG@: Adaptive Grounding for Open World 3D @ccupancy Prediction

Peizheng Lil2 Shuxiao Ding!* You Zhou! Qingwen Zhang®> Onat Inak!® Larissa Triess!, Niklas Hanselmanni23 Marius Cordts! Andreas Zell2
IMercedes-Benz AG, Sindelfingen 2University of Tiibingen 3Tibingen AI Center “University of Bonn °RPL, KTH Royal Institute of Technology ¢TU Berlin

Pseudo label supervision

precise &

closed set %

» AGO combines the advantages of existing methods based on pseudo-label
supervision (Grounding instead of traditional CE to achieve open-vocabulary
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capability) or feature alignment.

» Modal adapters prevent feature space conflicts while promoting convergence.
» Entropy-based criteria enable adaptive selection of suitable features outputs.

Adaptive grounding [Ours]
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: Surrounding Images (including Text Encoder & Vision-centric 3D Encoder)
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. Benchmark Results
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! Method Image Backbone | W | | | | | | | | | = =

i SimpleOcc [14] ResNet-101 0.00 067 1.18 3.21 7.63  1.02 0.26 1.80  0.26 1.07 2.81 4044 0.00 1830 17.01 1342 10.84 | 7.99 7.05

i POP-3D' [45] ResNet-101 006 002 046 1.83 487 0.00 0.00 1.29  0.00 0.65 262 5590 1.60 999 2517 1575 21.11 | 942 8.31

: SelfOcc [19] ResNet-50 0.00 0I5 066 546 1254 0.00 0.80 2.10  0.00 0.00 825 5549 0.00 2630 2654 1422 560 | 1054 9.30

I OccNeRF [51] ResNet-101 0.00 083 082 513 1249 350 0.23 3.10 1.84 0.52 390 52.62 0.00 2081 2475 1845 13.19 | 10.81 9.53

i GaussianOcc [15] Swin 0.00 1.79 582 1458 13.55 130 2.82 795 9.76 056 9.61 4459 0.00 20.10 17.58 861 1029 | 11.26 9.94

: GaussTR [20] VEMs 0.00 209 522 14.07 2034 570 7.08 512 393 092 1336 3944 0.00 1568 2289 21.17 2187 | 13.26 11.70

i LangOcc [3] ResNet-50 0.00 3.10 9.00 630 1420 040 1080 620 9.00 380 10.70 4370 223 950 2640 19.60 26.40 | 13.27 11.84

| VEON [57] ViT-L 090 1040 6.20 17.70 1270 850 7.60 6.50 550 820 11.80 5450 040 2550 30.20 2540 2540 |17.07 15.14

I AGO (ours) | ResNet-101 | 153 6.75 643 14.00 2282 557 16.66 1320 680 1053 1589 7148 4.48 3448 4137 2933 25.66 | 21.39 19.23

. »In closed-world scenarios, AGO demonstrates substantial improvements across both static and dynamic categories.
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. Training Stages | Method u u ] | | 4 u u u | ] = g

i POP-3DT [45] | 0.00 5877 13.80 | 827 1.10 | 1639 | - - . . . - - 000 000 395 013 060 | 094 | 8.66

' retrainin SelfOcct [191 | 0.98 6029 14.68 | 7.11 0.00 | 1661 | - - - - - - - 1000 000 000 000 000 |000]| 831

| g GaussTRT [20] | 6.11 60.06 18.02 | 6.77 225 | 18.64 | - - - - - - - 1000 000 495 007 805 |26!1 ] 10.63

| AGO (ours) 782 63.09 2553|919 5.03|2213| - ; i i i ; - 1000 000 7.4 003 1088 | 3.59 | 12.86

i POP-3DT [45] 0.00 38.77 13.80 - - 2419 | 6.72 0.00 0.00 059 434 1.17 120 | 0.00 0.00 3.95 0.13 0.60 | 1.56 | 6.08

| Zero-shot SelfOcc’ [19] 098 60.29 14.68 - - 2523 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ] 0.00 0.00 0.00 0.00 0.00 | 0.00 | 5.06

i Evaluation GaussTRT [20] | 6.11  60.06 18.02 - - 2806 | 5.07 1.65 0.00 004 1.84 258 027 | 0.00 000 495 0.07 8.05 | 2.04 | 7.25

! AGO (ours) 7.82  63.09 25.53 - - | 3215 | 7.67 0.00 0.00 133 6.50 4.50 0.00 | 0.00 0.00 7.04 003 10.88 | 3.16 | 8.96

i POP-3DT [45] 0.00 4490 12.79 - - 1923 | 559 0.03 0.00 029 205 126 1.03 ] 000 0.00 5.72 0.21 6.75 | 191 | 5.37

| Few-shot SelfOcc [19] 7.85  635.65 25.29 - - 3293 | 1.41 0.00 0.00 0.0 0.00 0.00 0.00  0.00 0.00 3.63 6.04 1096 | 1.84 | 8.06

: Finetuning GaussTRT [20] | 7.84 66.36 25.55 - - 3325 | 10.85 1.58 0.00 0.00 1.32 142 0.00 | 0.00 0.00 1274 9.12 8.16 | 3.77 | 9.66

i AGO (ours) 13.00 71.54 2991 - - 38.15 | 1873 549 0.00 041 216 3.72 222 043 000 29.63 2143 17.73 | 850 | 14.43

» In open-world scenes, AGO exhibits superior zero-shot performance while rapidly adapting to novel categories with only a few shots.

Experiments & Analysis
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» We introduce BG® , a novel open-world occupancy prediction framework that adaptively distills
knowledge from pretrained VLMs into 3D perception for autonomous driving.

» Our method achieves state-of-the-art performance on the closed-world self-supervised Occ3D-nuScenes
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i Paradigm Self. O.W. Pre. O.W.ZS. O.W. ES. Identifier Criteria Pretraining mloU  Zero-shot mloU
Align 10.28 15.4/0.8/8.1 23.5/1.2/5.6 24.47/4.0/8.1 X None 222/1.1/11.7 32.8/1.6/7.8

: Gro. 19.08 20.6/0.0/10.3 33.0/0.3/6.8 38.4/3.0/10.1

i Gro. + Align | 18.89 18.3/2.2/102 29.3/1.4/7.0 37.3/5.7/12.0 v Max Confidence | 22.4/3.1/12.8 32.6/2.8/8.7

; AGO 1923 22.1/3.6/12.9 32.2/3.2/9.0 38.2/8.5/14.4 v Min Entropy 22.1/3.6/12.9 32.2/3.279.0
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| » Grounding-based methods and alignment-based methods s Known Classes | Unknown Classes

i expertise in closed- and open-world scenarios, respectively. ' |
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: > Adaptive feature space projection is superior to the simple i

; superposition of grounding and alignment supervision within 04 = i B
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: AGO 53.10 18.01 @&& &"%Q' Ny &2 @‘& L < && &@9 \é@‘ Qéz? @\“’@

| b D

; AGO v | 5518 (+2.08)  18.97 (+0.96) & y & § &

i AGO v v 33.45 (+0.27)  19.23 (+0.26) 3D Embeddings = Adaptive 3D Embeddings " Difference

i » Noise prompts and separate Lg.. can systematically » Entropy-based criteria enable adaptive selection of more
; enhance the model's occupancy prediction capability. certain predictions for objects in the open world.

. Visualization

i Surrounding Images SelfOcc

i bicycle  bus M car [ const. veh. [ motorcycle Ml pedestrian  traffic cone WM trailer [l truck M drive. surf. [ other flat [l sidewalk | terrain ~ manmade [l vegetation
i Single-view Image Pretraining Zero-Shot Evaluation Few-Shot Finetuning Ground Truth

i ) =

i vehicle

o Conclusion

benchmark and significantly outperforms existing methods in open-world occupancy prediction.
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