
Introductory Analysis Notes

Eugene Chau

Last updated December 2025



Contents

1 The Real and Complex Numbers 1
1.1 Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Ordered Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Definition of the Real Numbers . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Density of the Rationals and Irrationals in R . . . . . . . . . . . . . . . . . . 9
1.5 Complex Numbers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.6 The Cauchy–Schwarz Inequality . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.7 Optional: Constructing the Real Numbers . . . . . . . . . . . . . . . . . . . 15

2 Metric Spaces 21
2.1 Countable and Uncountable Sets . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Introduction to Metric Spaces . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3 Compactness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.4 The Heine–Borel Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.5 Connectedness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3 Sequences and Series 44
3.1 Sequences and Subsequences . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2 Limit Superior and Limit Inferior . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3 Introduction to Series Convergence . . . . . . . . . . . . . . . . . . . . . . . 54
3.4 Convergence Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.5 Series Rearrangements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.6 Euler’s Number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.7 Characterizations of Compactness . . . . . . . . . . . . . . . . . . . . . . . . 71

4 Continuity 74
4.1 Limits of Functions Between Metric Spaces . . . . . . . . . . . . . . . . . . . 74
4.2 Continuity, Limits, and Open Sets . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3 Continuity and Compactness . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.4 Continuity and Connectedness . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.5 One-Sided Limits and Monotonic Functions . . . . . . . . . . . . . . . . . . 82

5 Differentiation 84
5.1 Definition of the Derivative . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.2 The Mean Value Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.3 Lipschitz Continuity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.4 The Intermediate Value Theorem for Derivatives . . . . . . . . . . . . . . . . 93
5.5 The One-Dimensional Inverse Function Theorem . . . . . . . . . . . . . . . . 94
5.6 Taylor’s Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
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1 The Real and Complex Numbers

To motivate the study of the real numbers, we can consider how calculus would be different
if we only had the rational numbers instead of all the real numbers. There is still a sensible
notion of “limit” if we work purely in the rationals. We can “approach” any given x ∈ Q in
many ways using only rational numbers—for example, the sequences {x+1, x+ 1

2
, x+ 1

3
, . . . }

and {x− 1, x− 1
2
, x− 1

3
, . . . } both converge to x. Thus, we can also think of “continuity” for

functions Q → Q. The function f : Q → Q defined by f(x) = x2 − 2 would be a continuous
function. Since f(0) = −2 < 0 and f(2) = 2 > 0, the Intermediate Value Theorem would
suggest that there is some 0 < x < 2 such that f(x) = 0. However, f has no rational roots,
since no rational number x satisfies the equation x2 = 2. (We will prove this in Proposition
1.15.) Therefore, if the rational numbers were the only numbers to exist, then f would have
no roots at all, contradicting our expectations. Essentially, there would be “holes” in the
range of f , despite f being continuous.

Is it possible to insert additional numbers into Q to form a superset S ⊃ Q where every
continuous function f : S → S has no holes in its range? The answer is “yes”, and the
superset we end up with is R. In this chapter, we will define R and introduce the key
property of R that makes the Intermediate Value Theorem true.

1.1 Fields

Defining the real numbers requires specifying how the addition and multiplication operations
behave. For example, addition should be commutative (a + b = b + a) and associative
(a + (b + c) = (a + b) + c), and adding 0 to a number should not change that number.
Our first goal is to define a minimal set of properties that addition and multiplication must
satisfy in the real numbers.

There are many kinds of mathematical objects that can be combined with each other in
some way. Integers can be added together, matrices can be multiplied, and functions can be
composed. A set of objects with a combining operation that satisfies certain rules (which we
shall now specify) is called a group.

Definition 1.1. A group is a set G with a binary operation ⋆ : G×G→ G such that:
(i) For all x, y, z ∈ G, (x ⋆ y) ⋆ z = x ⋆ (y ⋆ z).
(ii) There exists an identity element e ∈ G such that x ⋆ e = x = e ⋆ x for all x ∈ G.
(iii) For all x ∈ G, there exists an inverse element y ∈ G such that x ⋆ y = e = y ⋆ x.

Additionally, if x ⋆ y = y ⋆ x for all x, y ∈ G, we call G an abelian group.

The phrasing of this definition suggests that a group G may have multiple identity ele-
ments, and that an element x ∈ G may have multiple inverses. However, we can prove from
the definition that these scenarios are not possible.

Proposition 1.2. Let G be a group. Then G has exactly one identity element, and every
x ∈ G has exactly one inverse.

Proof. If e1, e2 ∈ G are identity elements, then e1 = e1 ⋆ e2 = e2. Hence, G only has one
identity element. Fix x ∈ G. If y1, y2 ∈ G are inverses of x, then

y1 = y1 ⋆ e = y1 ⋆ (x ⋆ y2) = (y1 ⋆ x) ⋆ y2 = e ⋆ y2 = y2.

1



Hence, x has only one inverse.

For brevity, we can write “(G, ⋆, e)” to denote a group G with binary operation ⋆ and
identity element e. There are many examples of groups—let’s list some of them:

• The set of integers Z is an abelian group under addition, with 0 as the identity element.
The inverse of n ∈ Z is −n.

• The set of rational numbers excluding 0 (denoted Q \ {0} or Q×) is an abelian group
under multiplication, with 1 as the identity element. The inverse of x ∈ Q× is 1

x
. Note

that we have to exclude 0 from the group because 0 has no inverse (i.e. there is no
x ∈ Q such that 0x = 1).

• For any n ∈ N, let GLn(Q) be the set of invertible n× n matrices where each entry is
a rational number. Then GLn(Q) is a group under matrix multiplication, where the
identity element is the n × n matrix In with 1’s on the diagonal and 0’s everywhere
else.

• For any set X, the set of bijective functions f : X → X is a group under function
composition. The identity element is the identity function f(x) = x.

Exercise 1.3.
(a) Let Z2 be the set of ordered pairs of integers. Define addition in Z2 by

(a, b) + (c, d) := (a+ c, b+ d).

Prove that Z2 is an abelian group with identity element (0, 0).
(b) Prove that GL2(Q) is not abelian.

While R is an abelian group under addition, this description fails to capture the fact that
R has two binary operations. We need the notion of a field for that.

Definition 1.4. A field is a set F equipped with binary operations + : F × F → F and
· : F × F → F and distinct elements 0, 1 ∈ F such that

(i) (F,+, 0) is an abelian group,
(ii) (F \ {0}, ·, 1) is an abelian group, and
(iii) for all x, y, z ∈ F , x · (y + z) = x · y + x · z.

We call 0 the additive identity of F and 1 the multiplicative identity of F . For any x ∈ F , the
inverse of x in (F,+, 0) is denoted −x. For any x ∈ F \ {0}, the inverse of x in (F \ {0}, ·, 1)
is denoted x−1.

Remark. As we usually do with algebraic variables, we write x · y as xy.

Proposition 1.5. Let F be a field. Then:
(a) 0x = 0 for all x ∈ F .
(b) 0 does not have a multiplicative inverse.
(c) (−x)y = −xy = x(−y) for all x, y ∈ F .
(d) If x ̸= 0 and y ̸= 0, then (xy)−1 exists and (xy)−1 = x−1y−1. As a corollary, the

existence of (xy)−1 implies that xy ̸= 0 by part (b).
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Proof. (a) Let x ∈ F . We have that 0x + 0x = (0 + 0)x = 0x (by the distributive law and
the fact that y + 0 = y for all y ∈ F ). Hence,

0x = 0x+ 0 [since 0 is the additive identity]

= 0x+ (0x+ (−0x)) [since anything plus its additive inverse equals 0]

= (0x+ 0x) + (−0x) [by the associative law of the additive group]

= 0x+ (−0x) [as was shown above]

= 0 [by definition of additive inverse].

(b) Suppose 0−1 exists. Then 0 = 0(0−1) by part (a). But 0(0−1) = 1 by definition of
multiplicative inverse. Hence, 0 = 1, which is a contradiction because 0 ̸= 1 in the definition
of a field.

(c) Let x, y ∈ F . Note that

xy + (−x)y = (x+ (−x))y = 0y = 0

and
xy + x(−y) = x(y + (−y)) = x(0) = 0.

Therefore, −xy = (−x)y and −xy = x(−y) since the additive inverse of xy is unique.
(d) If x ̸= 0 and y ̸= 0, then using commutativity and associativity gives

(xy)(x−1y−1) = (xx−1)(yy−1) = (1)(1) = 1.

Thus, xy has a multiplicative inverse equal to x−1y−1.

Remark. Part (d) justifies the rule for multiplying fractions: (a
b
)( c

d
) = ac

bd
if b ̸= 0 and d ̸= 0.

Indeed, (a
b
)( c

d
) = (ab−1)(cd−1) = (ac)(b−1d−1) = (ac)(bd)−1.

Exercise 1.6.
(a) Prove that Q (with its usual addition and multiplication operations) is a field.
(b) Prove that Z (with its standard addition and multiplication operations) is not a field.

1.2 Ordered Fields

In real analysis, we constantly need to determine whether a certain number is less than a
given threshold. To do this, we need to specify how to compare two real numbers. Essentially,
we need to define what “less than” means.

Definition 1.7. A total order on a set S is a relation “<” on S such that:
(i) For all x, y ∈ S, exactly one of the statements x < y, x = y, or y < x is true.
(ii) For all x, y, z ∈ S, if x < y and y < z, then x < z. In other words, < is transitive.

If a total order exists on S, we say that S is totally ordered.

Definition 1.8. An ordered field is a field F equipped with a total order “<” such that:
(i) For all x, y, z ∈ F , if y < z, then x+ y < x+ z.
(ii) For all x, y ∈ F , if x > 0 and y > 0, then xy > 0.
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We are already familiar with one ordered field, namely Q. The real numbers will also be
an ordered field.

Proposition 1.9. Let F be an ordered field, and let x, y, z ∈ F .
(a) If x > 0 and y < z, then xy < xz.
(b) If x < 0 and y < z, then xy > xz.
(c) x2 ≥ 0 with equality if and only if x = 0. In particular, 1 > 0.
(d) If 0 < x < y, then 0 < y−1 < x−1.

Proof. (a) Suppose x > 0 and y < z. Then 0 = y−y < z−y. Hence, xz−xy = x(z−y) > 0,
so xy = xy + 0 < xy + (xz − xy) = xz.

(b) Suppose x < 0 and y < z. Then 0 = −x+ x < −x+ 0 = −x and 0 = y − y < z − y.
Therefore, xy − xz = −x(z − y) > 0, so xz = xz + 0 < xz + (xy − xz) = xy.

(c) If x > 0, then x2 = xx > 0. If x < 0, then −x > 0, so x2 = (−x)(−x) > 0. Finally, if
x = 0, then x2 = 02 = 0. In particular, 1 = 12 > 0 because 1 ̸= 0.

(d) Suppose 0 < x < y. If y−1 < 0, then 1 = y−1y < 0y = 0 by part (a), contradicting
part (c). If y−1 = 0, then 1 = yy−1 = 0, which is a contradiction because the field axioms
specify that 1 ̸= 0. Hence, y−1 > 0. By a similar argument, x−1 > 0 as well. It remains to
prove that y−1 < x−1. We know that x−1y−1 > 0 since x−1 > 0 and y−1 > 0. Therefore,

y−1 = (x−1y−1)x < (x−1y−1)y = x−1

by part (a).

Definition 1.10. Let F be an ordered field. For all x ∈ F , define

|x| :=

{
x if x ≥ 0

−x if x < 0.

Proposition 1.11. Let F be an ordered field, and let x, y ∈ F . Then:
(a) |x| ≥ x and |x| ≥ 0.
(b) |x|2 = x2.
(c) x2 < y2 if and only if −|y| < x < |y| if and only if |x| < |y|.
(d) x2 = y2 if and only if |x| = |y|.
(e) |xy| = |x| · |y|.

Proof. (a) If x ≥ 0, then |x| = x ≥ 0, and if x < 0, then |x| = −x > 0 > x.
(b) Since |x| ∈ {x,−x} and x2 = (−x)2, we have that |x|2 = x2.
(c) Suppose x2 < y2. If x ≥ |y| ≥ 0, then x2 ≥ |y|2 = y2, which is a contradiction. If

x ≤ −|y| ≤ 0, then 0 ≤ |y| ≤ −x, so x2 = (−x)2 ≥ |y|2 = y2, which is a contradiction.
Hence, it is not the case that x ≥ |y| or that x ≤ −|y|, so we must have that −|y| < x < |y|.
Now suppose −|y| < x < |y|. Note that −x < |y| because −|y| < x. If x ≥ 0, then
|x| = x < |y|. If x < 0, then |x| = −x < |y|. Hence, |x| < |y| in both cases. Finally, suppose
|x| < |y|. Then x2 = |x|2 < |y|2 = y2 because 0 ≤ |x| < |y|.

(d) If |x| = |y|, then x2 = |x|2 = |y|2 = y2. On the other hand, suppose |x| ̸= |y|.
Without loss of generality, we can assume that |x| < |y|. Since 0 ≤ |x| < |y|, we have that
x2 = |x|2 < |y|2 = y2, so x2 ̸= y2.

(e) Observe that |xy|2 = (xy)2 = x2y2 = |x|2|y|2 = (|x| · |y|)2. Hence, by part (d),
|xy| = |(|xy|)| = ||x| · |y|| = |x| · |y|.
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Theorem 1.12 (Triangle Inequality). Let F be an ordered field. Then |x+ y| ≤ |x|+ |y| for
all x, y ∈ F .

Proof. Fix x, y ∈ F . By Proposition 1.11, we have that

|x+ y|2 = (x+ y)2

= x2 + 2xy + y2

= |x|2 + 2xy + |y|2

≤ |x|2 + 2|xy|+ |y|2

= |x|2 + 2|x| · |y|+ |y|2

= (|x|+ |y|)2,

so |x+ y| = |(|x+ y|)| ≤ ||x|+ |y|| = |x|+ |y|.

Definition 1.13. Let S be a totally ordered set, and let E ⊂ S. We say that E is bounded
above if there exists u ∈ S such that x ≤ u for all x ∈ E. We call u an upper bound of E.
Similarly, E is bounded below if there exists ℓ ∈ S such that ℓ ≤ x for all x ∈ E, and we call
ℓ a lower bound of E. If E is bounded above and bounded below, we say that E is bounded.

If u is an upper bound of E such that u ≤ t for all upper bounds t of E, then u is the
least upper bound or the supremum of E, and we denote sup(E) := u. If ℓ is a lower bound
of E such that m ≤ ℓ for all lower bounds m of E, then ℓ is the greatest lower bound or the
infimum of E, and we denote inf(E) := ℓ.

We say that S has the least-upper-bound property if every non-empty set in S that is
bounded above has a least upper bound. Similarly, S has the greatest-lower-bound property
if every non-empty set in S that is bounded below has a greatest lower bound. If S has the
least-upper-bound property, we say that S is complete.

Proposition 1.14. If an ordered field F has the least-upper-bound property, then F has the
greatest-lower-bound property.

Proof. For each subset S ⊂ F , denote −S := {−x | x ∈ S}. Note that −(−S) = S. Suppose
S has an upper bound u ∈ F . If t ∈ −S, then −t ∈ S, so −t ≤ u and hence −u ≤ t. Thus,
−u is a lower bound of −S. A similar argument shows that if S has a lower bound ℓ ∈ F ,
then −ℓ is an upper bound of −S.

Suppose u = sup(U) exists for some U ⊂ F . Then −u is a lower bound of −U . We
claim that −u is the greatest lower bound of −U . Suppose there exists a lower bound s of
−U such that s > −u. Then −s is an upper bound of −(−U) = U , which means −s ≥ u
since u = sup(U). However, since s > −u, we have that −s < u, contradicting the fact that
−s ≥ u. Therefore, inf(−U) = −u = − sup(U). In particular, inf(−U) exists.

Suppose F has the least-upper-bound property. Let S ⊂ F be non-empty and bounded
below by x ∈ F . Then −S is non-empty and bounded above by −x, so sup(−S) exists by
the least-upper-bound property of F . Hence, inf(S) = inf(−(−S)) exists.

Proposition 1.15. There is no q ∈ Q such that q2 = 2.
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Proof. Suppose there exists q ∈ Q such that q2 = 2. We can write q = m
n

where m ∈ Z,
n ∈ N, and at least one of m and n are odd. We have that 2 = q2 = m2

n2 , so m
2 = 2n2 is

even. If m is odd, then m = 2k + 1 for some k ∈ Z, so

m2 = (2k + 1)2 = 4k2 + 4k + 1 = 2(2k2 + 2k) + 1

is odd, contradicting thatm2 is even. Hence, m is even, som = 2ℓ for some ℓ ∈ Z. Therefore,
2n2 = m2 = (2ℓ)2 = 4ℓ2, so n2 = 2ℓ2 is even. The same argument used to prove that m
is even now proves that n is even. But at least one of m and n are odd, so we have a
contradiction.

Theorem 1.16. Q is not complete.

Proof. Let S = {q ∈ Q | q2 < 2}. Since 12 = 1 < 2, we have that 1 ∈ S, so S is non-
empty. If q ∈ Q and q > 2, then q2 > 22 > 2, so q ̸∈ S. Hence, S is bounded above by
2 ∈ Q. Suppose S has a least upper bound u ∈ Q. Note that u ≥ 1 because 1 ∈ S. Let
t = 2u+2

u+2
∈ Q. Suppose u2 < 2. Then u(u + 2) = u2 + 2u < 2 + 2u, so u < 2u+2

u+2
= t. Also,

(2u+ 2)2 = 4u2 + 8u+ 4 < 2u2 + 8u+ 8 = 2(u+ 2)2, so t2 = (2u+2)2

(u+2)2
< 2. Hence, u < t and

t ∈ S, which is impossible since u is an upper bound of S. Now suppose u2 > 2. We can
use a similar argument as in the “u2 < 2” case to show that u > t and t2 > 2. Note that
t > 0 since u > 0. It follows that t is an upper bound of S—if q > t > 0, then q ̸∈ S since
q2 > t2 > 2. But we have that u > t, contradicting that u is the least upper bound of S.
Therefore, u2 = 2, contradicting Proposition 1.15. We conclude that S does not have a least
upper bound in Q despite being non-empty and bounded above.

Returning to our thought experiment at the beginning of this chapter, Q not being com-
plete is ultimately what makes the Intermediate Value Theorem fail for continuous functions
Q → Q. By drawing the graph of f(x) = x2 − 2, it is apparent that if S = {q ∈ Q | q2 < 2}
had a supremum s ∈ Q, then s would be a root of f . However, we proved that S has no
supremum in Q. The real numbers, which we will define shortly, will not have this issue.

How did we know to consider t = 2u+2
u+2

in the proof? Let us briefly forget about “rigour”
and assume standard facts about the real numbers. Intuitively, the supremum of S = {q ∈
Q | q2 < 2} in the real numbers should be

√
2, which is irrational. In the proof, we want

to assume that u = sup(S) ∈ Q and obtain a contradiction. We know that u ̸=
√
2 since

u is rational, so either u <
√
2 or u >

√
2. If u <

√
2, we want to find t ∈ Q such that

u < t <
√
2, and if u >

√
2, we want t ∈ Q such that

√
2 < t < u. Hopefully, we can find a

simple mapping f such that t = f(u). We know that Q is a field, which means Q is closed
under the basic arithmetic operations. Therefore, we should consider rational functions
f(x) = p(x)

q(x)
where the polynomials p and q have integer coefficients—for such functions f , if

x ∈ Q is in the domain of f , then f(x) ∈ Q. For positive x, we want that x < f(x) <
√
2 if

0 < x <
√
2 and x > f(x) >

√
2 if x >

√
2. At this point, we can sketch what the graph of

f should look like, and we get the following figure:
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The sketch tells us that f(
√
2) =

√
2, or equivalently, that p(

√
2) =

√
2q(

√
2). Since√

2(2 +
√
2) = 2

√
2 + 2, we can take p(x) = 2x + 2 and q(x) = 2 + x. We thus obtain

the formula f(x) = 2x+2
x+2

. We can sketch the graph of this rational function and see that it

qualitatively matches the graph shown in the figure. Therefore, we take t = 2u+2
u+2

.

1.3 Definition of the Real Numbers

Definition 1.17. R is the (unique) complete ordered field.

We should note that two facts are required for this definition to be valid:

1. A complete ordered field must actually exist (otherwise, R would not exist).

2. Any two complete ordered fields are actually the same up to the labelling of their
elements (otherwise, this definition does not fully characterize R).

We will prove the first claim by constructing the real numbers out of the rational numbers
in Section 1.7. However, we will not prove the second claim.

We will also assume without proof that Q is a subset of R. More precisely (for readers
who know some abstract algebra), there is a unique field homomorphism Q → R, and we
identify Q with its image under this homomorphism.

We now begin our investigation of the completeness property of R. This is the prop-
erty that distinguishes R from Q; it underpins all of real analysis. We will see later how
completeness implies the Intermediate Value Theorem, answering our question from the be-
ginning of this chapter. As a first application of completeness, we will prove shortly that
every nonnegative real number has an nth root for any n ∈ N.

Theorem 1.18 (Archimedean Property). Let x > 0 and y ∈ R. Then there exists n ∈ N
such that nx > y.

Proof. Let S = {nx | n ∈ N}. Suppose nx ≤ y for all n ∈ N. Then S is non-empty
and bounded above by y, so t = sup(S) exists. Let n0 ∈ N such that t − n0x <

x
2
. Then

(n0 + 1)x ∈ S, but (n0 + 1)x = n0x + x > n0x + x
2
> t. Hence, t is not an upper bound of

S, which is a contradiction. Therefore, there exists n ∈ N such that nx > y.

Proposition 1.19. Let x ≥ y ≥ 0. Then xn − yn ≤ nxn−1(x− y) for all n ∈ N.

7



Proof. Recall that xn − yn = (x − y)
∑n−1

k=0 x
kyn−1−k. For all integers 0 ≤ k ≤ n − 1, we

have that xkyn−1−k ≤ xkxn−1+k = xn−1 since 0 ≤ y ≤ x and n − 1 + k ≥ 0. Therefore,
xn − yn ≤ (x− y)

∑n−1
k=0 x

n−1 = nxn−1(x− y) since x− y ≥ 0.

Theorem 1.20. Let x ≥ 0 and n ∈ N. Then there exists a unique y ≥ 0 such that yn = x.

Proof. Let S = {t ≥ 0 | tn ≤ x}. Note that 0 ∈ S since 0n = 0 ≤ x, so S is non-empty. If
x ≥ 1, then xn ≥ x, so t ≤ x for all t ∈ S. If 0 ≤ x < 1, then t ≤ 1 for all t ∈ S since
tn ≤ x < 1 = 1n. Hence, y = sup(S) exists. Note that y ≥ 0 since 0 ∈ S. We want to show
that yn = x. Suppose yn < x. By the Archimedean Property, there exists k ∈ N such that
n(y + 1)n−1 < k(x− yn). Then(

y +
1

k

)n

≤ yn + n

(
y +

1

k

)n−1(
1

k

)
by Proposition 1.19

≤ yn + n(y + 1)n−1

(
1

k

)
since

1

k
≤ 1

< yn + x− yn by definition of k

= x,

so y + 1
k
∈ S, contradicting that y = sup(S). Now suppose yn > x. By the Archimedean

Property, there exists N ∈ N such that Ny > 1 by the Archimedean Property, and there
exists M ∈ N such that nyn−1 < M(yn − x). Let k = max{M,N}. Then ky ≥ Ny > 1, so

y > y − 1
k
> 0. Also, nyn−1 < M(yn − x) ≤ k(yn − x), so nyn−1

k
< yn − x. Therefore,(

y − 1

k

)n

≥ yn − nyn−1

(
1

k

)
by Proposition 1.19

> yn − (yn − x) since
nyn−1

k
< yn − x

= x,

so y − 1
k
is an upper bound of S, contradicting that y − 1

k
< y = sup(S). Therefore, yn = x.

Now we prove the uniqueness of y. Suppose yn1 = x where y1 ≥ 0. If y1 < y, then
yn1 < yn = x, and if y < y1, then x = yn < yn1 . Both conclusions contradict the assumption
that yn1 = x, so it must be the case that y1 = y.

Notation. For x ≥ 0 and n ∈ N, we denote the unique nonnegative solution to the equation
yn = x as y = n

√
x = x1/n. Conventionally, if n = 2, we write

√
x instead of 2

√
x.

Note that
√
2 and −

√
2 are irrational by Proposition 1.15. Therefore, we have proved

that irrational numbers exist.

Proposition 1.21. For all x ∈ R, there exists a unique n ∈ Z such that x− 1 < n ≤ x.

Proof. Let S = {n ∈ Z | n > x − 1}. By the Archimedean Property, S is non-empty. The
Archimedean Property also implies the existence of m ∈ N such that m > −(x − 1). Then
−m < x−1, and it follows that S is bounded below by −m. By the Well-Ordering Principle,
S has a smallest element n. Of course, n ∈ Z and n > x − 1 since n ∈ S. To show that
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n ≤ x, suppose n > x. Then n− 1 > x− 1, which means n− 1 ∈ S, contradicting that n is
the smallest element of S. Therefore, n ≤ x.

To prove uniqueness, suppose m ∈ Z satisfies x − 1 < m ≤ x. If m < n, then m ≤
n − 1 ≤ x − 1, which is impossible. Similarly, if n < m, then n ≤ m − 1 ≤ x − 1, which is
impossible. Hence, m = n.

Definition 1.22. For all x ∈ R, the floor of x, denoted ⌊x⌋, is the unique integer such that
x− 1 < ⌊x⌋ ≤ x.

Exercise 1.23. Prove that for all x ∈ R, there exists a unique integer n ∈ Z such that
x ≤ n < x+ 1. We call n the ceiling of x and denote it ⌈x⌉.

Exercise 1.24 (Rational Exponents). Fix x > 0 and q ∈ Q. Write q = m
n
where m ∈ Z and

n ∈ N. We would like to define
xq := (x1/n)m.

(a) To make sure our definition is valid, we should check that xq can have only one value.
Prove that if m

n
= k

ℓ
where k ∈ Z and ℓ ∈ N, then

(x1/n)m = (x1/ℓ)k.

Therefore, the value of xq is independent of how we represent q as a fraction.
(b) Let q1, q2 ∈ Q. Show that

xq1xq2 = xq1+q2

and
(xq1)q2 = xq1q2 .

(c) Let y > 0. Show that
(xy)q = xqyq.

1.4 Density of the Rationals and Irrationals in R
Theorem 1.25. Let x, y ∈ R such that x < y. Then there exists q ∈ Q such that x < q < y.

Proof. Choose n ∈ N such that n(y − x) > 1. Then nx+ 1 < ny. Let m = ⌊nx+ 1⌋. Then
nx < m ≤ nx + 1 < ny, so x < m

n
< y. Therefore, we can choose q = m

n
∈ Q to satisfy the

conclusion of the theorem.

Theorem 1.26. Let x, y ∈ R such that x < y. Then there exists t ∈ R \ Q such that
x < t < y.

Proof. By Theorem 1.25, there exists q1 ∈ Q such that x√
2
< q1 <

y√
2
. Again by Theorem

1.25, there exists q2 ∈ Q such that x√
2
< q2 < q1. Since q1 ̸= q2, at least one of q1, q2 is non-

zero. Therefore, there exists a non-zero q ∈ Q such that x√
2
< q < y√

2
. Then x < q

√
2 < y.

We claim that q
√
2 is irrational. Suppose q

√
2 ∈ Q. Then there exists m ∈ Z and n ∈ N

such that q
√
2 = m

n
. Since q ∈ Q, there exists a ∈ Z and b ∈ N such that q = a

b
. Note that

a ̸= 0 since q ̸= 0. Therefore,
√
2 = ( b

a
)(m

n
) = bm

an
∈ Q, which is impossible. We conclude

that q
√
2 is irrational, so we can pick t = q

√
2.
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Exercise 1.27. Prove that every real number is the supremum of a set of rational numbers.

Exercise 1.28. Let A and B be non-empty sets of real numbers that are bounded above.
Let

A+B = {a+ b | a ∈ A, b ∈ B}.
Prove that sup(A+B) = sup(A) + sup(B).

Now assume further that A and B only contain nonnegative numbers. Let

AB = {ab | a ∈ A, b ∈ B}.

Prove that sup(AB) = sup(A) sup(B).

1.5 Complex Numbers

Definition 1.29. The set of complex numbers, denoted C, is formed by equipping the set
R2 with the addition operation

(a, b) + (c, d) := (a+ c, b+ d)

and the multiplication operation

(a, b) · (c, d) := (ac− bd, ad+ bc),

where a, b, c, d ∈ R. The imaginary unit is i := (0, 1). Two complex numbers (a, b) and (c, d)
are equal if a = c and b = d.

By convention, we denote (a, b) ∈ C as a + bi. Then the addition and multiplication
operations are

(a+ bi) + (c+ di) := (a+ c) + (b+ d)i

and
(a+ bi)(c+ di) := ac− bd+ (ad+ bc)i.

The real numbers naturally embed themselves into C via the injective map x 7→ x + 0i for
x ∈ R. Therefore, we can view R as a subset of C, and we consider x ∈ R to be equal to
x+ 0i ∈ C.

Proposition 1.30. C is a field with additive identity 0 = 0 + 0i and multiplicative identity
1 = 1 + 0i.

Proof. We will prove the existence of multiplicative inverses for non-zero complex numbers.
The other field axioms are easy but tedious to verify, so we leave them to the reader. Suppose
z = x + yi ∈ C is non-zero, where x, y ∈ R. Then at least one of x and y is non-zero, so
x2 + y2 ̸= 0. Let w = x

x2+y2
− y

x2+y2
i ∈ C. Then

zw = (x+ yi)

(
x

x2 + y2
− y

x2 + y2
i

)
=

x2

x2 + y2
−
(
− y2

x2 + y2

)
+

(
− xy

x2 + y2
+

yx

x2 + y2

)
i
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= 1 + 0i.

The reader can check that multiplication is commutative in C, so zw = 1 + 0i = wz.
Therefore, z−1 exists and equals w.

Proposition 1.31. C is not an ordered field under any total order “<”.

Proof. The crucial fact is that i2 = −1. Indeed,

i2 = (0 + 1i)(0 + 1i) = (0)(0)− (1)(1) + [(0)(1) + (1)(0)]i = −1 + 0i.

If C is an ordered field under some total order “<”, then part (c) of Proposition 1.9 implies
that −1 = i2 ≥ 0. But −1 < 0 because 1 > 0 by part (c) of Proposition 1.9. We have a
contradiction, so C cannot be an ordered field.

Definition 1.32. Let z = x+ yi ∈ C where x, y ∈ R.
(a) The magnitude of z is |z| :=

√
x2 + y2.

(b) The complex conjugate of z is z := x− yi.
(c) The real part of z is Re(z) := x.
(d) The imaginary part of z is Im(z) := y.

Notice that the notation for the magnitude of a complex number is the same as the
notation for the absolute value of a real number. Fortunately, these two concepts do not
clash—if x ∈ R, then the magnitude of x is

√
x2 + 02, which is equal to the absolute value

of x.

Exercise 1.33. Let z, w ∈ C. Prove that:
(a) (z) = z.
(b) Re(z) = 1

2
(z + z).

(c) Im(z) = 1
2
(z − z).

(d) |z|2 = zz.
(e) z + w = z + w.
(f) zw = (z)(w).
(g) |zw| = |z| · |w|.
(h) |z| = |z|.

1.6 The Cauchy–Schwarz Inequality

Definition 1.34. A vector space over a field F is a set V with a vector-additon operation
+ : V × V → V and a scalar-multiplication operation · : F × V → V such that

(i) (V,+, 0⃗) is an abelian group (where 0⃗ ∈ V ),
(ii) 1v⃗ = v⃗ for all v⃗ ∈ V (where 1 is the multiplicative identity of F ),
(ii) a(v⃗ + w⃗) = av⃗ + aw⃗ for all a ∈ F and v⃗, w⃗ ∈ V , and
(iv) (a+ b)v⃗ = av⃗ + bv⃗ for all a, b ∈ F and v⃗ ∈ V .
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Given any field F and n ∈ N, the set F n = {(v1, . . . , vn) : vi ∈ F for all 1 ≤ i ≤ n} is a
vector space over F under the operations

(v1, . . . , vn) + (w1, . . . , wn) = (v1 + w1, . . . , vn + wn)

and
c(v1, . . . , vn) = (cv1, . . . , cvn)

where c, vi, wi ∈ F for all 1 ≤ i ≤ n.

Definition 1.35. Let V be a vector space over F ∈ {R,C}. A semi-inner product on V is
a map ⟨·, ·⟩ : V × V → F such that

(i) ⟨av⃗1 + v⃗2, w⃗⟩ = a⟨v⃗1, w⃗⟩+ ⟨v⃗2, w⃗⟩ for all a ∈ F and v⃗1, v⃗2, w⃗ ∈ V ,
(ii) ⟨v⃗, w⃗⟩ = ⟨w⃗, v⃗⟩ for all v⃗, w⃗ ∈ V , and
(iii) ⟨v⃗, v⃗⟩ ≥ 0 for all v⃗ ∈ V . (Note that axiom (ii) already implies that ⟨v⃗, v⃗⟩ is a real

number for all v⃗ ∈ V because ⟨v⃗, v⃗⟩ = ⟨v⃗, v⃗⟩.)
A semi-inner product space is a vector space equipped with a semi-inner product. If V

is a semi-inner product space, then for any v⃗ ∈ V , the seminorm of v⃗ is ||v⃗|| :=
√
⟨v⃗, v⃗⟩.

Proposition 1.36. Let V be a semi-inner product space. Then ⟨⃗0, v⃗⟩ = 0 = ⟨v⃗, 0⃗⟩ for all
v⃗ ∈ V .

Proof. We have that ⟨⃗0, v⃗⟩ = ⟨⃗0 + 0⃗, v⃗⟩ = ⟨⃗0, v⃗⟩ + ⟨⃗0, v⃗⟩, so 0 = ⟨⃗0, v⃗⟩ and ⟨v⃗, 0⃗⟩ = ⟨⃗0, v⃗⟩ =
0 = 0.

Proposition 1.37. Let V be a semi-inner product space and v⃗, w⃗ ∈ V . If ||v⃗|| = ||w⃗|| = 0,
then ⟨v⃗, w⃗⟩ = 0.

Proof. Suppose ||v⃗|| = ||w⃗|| = 0. Let c = ⟨v⃗, w⃗⟩. Then

0 ≤ ||v⃗ − cw⃗||2

= ⟨v⃗ − cw⃗, v⃗ − cw⃗⟩
= ⟨v⃗, v⃗ − cw⃗⟩ − ⟨cw⃗, v⃗ − cw⃗⟩
= ⟨v⃗, v⃗⟩ − c⟨v⃗, w⃗⟩ − c⟨v⃗, w⃗⟩+ cc⟨w⃗, w⃗⟩
= ||v⃗||2 − cc− cc+ |c|2||w⃗||2

= −2|c|2 since ||v⃗|| = ||w⃗|| = 0.

Since 0 ≤ −2|c|2 ≤ 0, it follows that −2|c|2 = 0, so c = 0.

Theorem 1.38 (Pythagorean Theorem). Let V be a semi-inner product space and v⃗, w⃗ ∈ V .
If ⟨v⃗, w⃗⟩ = 0, then ||v⃗ + w⃗||2 = ||v⃗||2 + ||w⃗||2.

Proof. We have

||v⃗ + w⃗||2 = ||v⃗||2 + ⟨v⃗, w⃗⟩+ ⟨v⃗, w⃗⟩+ ||w⃗||2

for all v⃗, w⃗ ∈ V , so if ⟨v⃗, w⃗⟩ = 0, then ||v⃗ + w⃗||2 = ||v⃗||2 + ||w⃗||2 indeed.
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Theorem 1.39 (Cauchy–Schwarz). Let V be a semi-inner product space. Then

|⟨v⃗, w⃗⟩| ≤ ||v⃗|| · ||w⃗||

for all v⃗, w⃗ ∈ V .

Let us recall projections from linear algebra. In Rn with the standard inner product (i.e.
the “dot” product), the orthogonal projection of a vector v⃗ onto a non-zero vector w⃗ is

projw⃗(v⃗) :=
⟨v⃗, w⃗⟩
||w⃗||2

w⃗.

The vectors projw⃗(v⃗), v⃗ − projw⃗(v⃗), and v⃗ form a right triangle, as shown in the following
diagram.

Therefore, we can apply the Pythagorean Theorem and deduce that ||projw⃗(v⃗)|| ≤ ||v⃗||. Mul-
tiplying both sides of this inequality by ||w⃗|| gives the desired inequality. We can generalize
this intuition to any semi-inner product space.

Proof. If ||v⃗|| = ||w⃗|| = 0, then |⟨v⃗, w⃗⟩| = 0 by Proposition 1.37, so the inequality holds.
Now we consider the case where ||v⃗|| > 0 or ||w⃗|| > 0. Since the desired inequality is

symmetric in v⃗ and w⃗, we can assume that ||w⃗|| > 0 without loss of generality. Observe that〈
⟨v⃗, w⃗⟩
||w⃗||2

w⃗, v⃗ − ⟨v⃗, w⃗⟩
||w⃗||2

w⃗

〉
=

〈
⟨v⃗, w⃗⟩
||w⃗||2

w⃗, v⃗

〉
−
〈
⟨v⃗, w⃗⟩
||w⃗||2

w⃗,
⟨v⃗, w⃗⟩
||w⃗||2

w⃗

〉
=

⟨v⃗, w⃗⟩
||w⃗||2

⟨v⃗, w⃗⟩ − |⟨v⃗, w⃗⟩|2

||w⃗||4
⟨w⃗, w⃗⟩

=
|⟨v⃗, w⃗⟩|2

||w⃗||2
− |⟨v⃗, w⃗⟩|2

||w⃗||2

= 0.

By the Pythagorean Theorem,

||v⃗||2 =
∣∣∣∣∣∣∣∣⟨v⃗, w⃗⟩||w⃗||2

w⃗ + v⃗ − ⟨v⃗, w⃗⟩
||w⃗||2

w⃗

∣∣∣∣∣∣∣∣2
=

∣∣∣∣∣∣∣∣⟨v⃗, w⃗⟩||w⃗||2
w⃗

∣∣∣∣∣∣∣∣2 + ∣∣∣∣∣∣∣∣v⃗ − ⟨v⃗, w⃗⟩
||w⃗||2

w⃗

∣∣∣∣∣∣∣∣2
=

|⟨v⃗, w⃗⟩|2

||w⃗||2
+

∣∣∣∣∣∣∣∣v⃗ − ⟨v⃗, w⃗⟩
||w⃗||2

w⃗

∣∣∣∣∣∣∣∣2 ,
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so

||v⃗||2 − |⟨v⃗, w⃗⟩|2

||w⃗||2
=

∣∣∣∣∣∣∣∣v⃗ − ⟨v⃗, w⃗⟩
||w⃗||2

w⃗

∣∣∣∣∣∣∣∣2 ≥ 0.

Therefore,
|⟨v⃗, w⃗⟩|2 ≤ ||v⃗||2||w⃗||2 = (||v⃗|| · ||w⃗||)2,

so
|⟨v⃗, w⃗⟩| ≤ ||v⃗|| · ||w⃗||

because |⟨v⃗, w⃗⟩| and ||v⃗|| · ||w⃗|| are nonnegative.

Corollary 1.39.1. Let z1, . . . , zn, w1, . . . , wn ∈ C. Then∣∣∣∣∣
n∑

j=1

zjwj

∣∣∣∣∣ ≤
(

n∑
j=1

|zj|2
)1/2( n∑

j=1

|wj|2
)1/2

.

Proof. For any z⃗ = (z1, . . . , zn) ∈ Cn and w⃗ = (w1, . . . , wn) ∈ Cn, define

⟨z⃗, w⃗⟩ :=
n∑

j=1

zjwj. (1)

Then ⟨·, ·⟩ : Cn × Cn → C is a semi-inner product, and the claimed inequality is simply the
Cauchy–Schwarz Inequality applied to this semi-inner product.

Corollary 1.39.2 (Triangle Inequality). Let V be a semi-inner product space and v⃗, w⃗ ∈ V .
Then ||v⃗ + w⃗|| ≤ ||v⃗||+ ||w⃗||.

Proof. We will show that ||v⃗ + w⃗||2 ≤ (||v⃗||+ ||w⃗||)2. Indeed.

||v⃗ + w⃗||2 = ||v⃗||2 + ⟨v⃗, w⃗⟩+ ⟨w⃗, v⃗⟩+ ||w⃗||2

= ||v⃗||2 + 2Re(⟨v⃗, w⃗⟩) + ||w⃗||2

≤ ||v⃗||2 + 2|⟨v⃗, w⃗⟩|+ ||w⃗||2

≤ ||v⃗||2 + 2||v⃗|| · ||w⃗||+ ||w⃗||2 by Cauchy–Schwarz

= (||v⃗||+ ||w⃗||)2.

Since ||v⃗ + w⃗|| ≥ 0 and ||v⃗||+ ||w⃗|| ≥ 0, we get that ||v⃗ + w⃗|| ≤ ||v⃗||+ ||w⃗||.

Remark. You may be curious about why the term “semi-inner product” has the prefix “semi”.
An inner product is a semi-inner product with the additional condition that ⟨v⃗, v⃗⟩ = 0 if and
only if v⃗ = 0⃗. The familiar “dot product” on Rn, defined by

v⃗ · w⃗ :=
n∑

j=1

vjwj

for all v⃗, w⃗ ∈ Rn, is an inner product in this sense. Equation (1) also defines an inner
product, this time on Cn. However, not all semi-inner products are inner products.

14



An inner product space is a vector space equipped with an inner product. It is possible to
turn any semi-inner product space into an inner product space—the trick is to use equivalence
classes and put all the zero-norm vectors into the same equivalence class. Let V be a semi-
inner product space, and let Z ⊂ V be the subset of vectors with zero norm. Define a
relation ∼ on V such that v⃗ ∼ w⃗ if and only if v⃗− w⃗ ∈ Z. Then ∼ is an equivalence relation
(transitivity follows from the Triangle Inequality). Let X be the set of equivalence classes
under ∼, and for each v⃗ ∈ V , let [v⃗] be the equivalence class of v⃗. Then in fact, X is a vector
space under the operations

[v⃗] + [w⃗] = [v⃗ + w⃗]

and
c[v⃗] = [cv⃗].

We can now define ⟨[v⃗], [w⃗]⟩ := ⟨v⃗, w⃗⟩, which is a true inner product on X since there is a
unique equivalence class containing all the zero-norm elements of V . This construction is
performed when we study square-integrable functions1 (a future topic in analysis).

Exercise 1.40. Let V be a semi-inner product space. Prove that if ||v⃗ − x⃗|| = 0 and
||w⃗ − y⃗|| = 0, then ⟨v⃗, w⃗⟩ = ⟨x⃗, y⃗⟩.
Exercise 1.41. Let V be an inner product space (this means if ||v⃗|| = 0, then v⃗ = 0).
Determine which vectors v⃗, w⃗ ∈ V satisfy

|⟨v⃗, w⃗⟩| = ||v⃗|| · ||w⃗||.

1.7 Optional: Constructing the Real Numbers

In this section, we will construct the set of real numbers R using infinite sequences of rational
numbers. We equip R with an addition operation, a multiplication operation, and a total
order, and we prove that R is a complete ordered field. If the reader is not already familiar
with sequences and “ϵ − N” proofs, then the reader may wish to skip this section for now
and come back after studying Chapter 3.

Definition 1.42. An infinite sequence {qn} of rational numbers is Cauchy if for all rational
numbers t > 0, there exists N ∈ N such that |qn − qm| < t for all n,m ≥ N .

Let C be the set of Cauchy sequences of rational numbers.

Definition 1.43. Let {qn}, {rn} ∈ C. We write {qn} ∼ {rn} if for all rational numbers
t > 0, there exists N ∈ N such that |qn − rn| < t for all n ≥ N .

Lemma 1.44. ∼ is an equivalence relation on C.
Proof. Let {qn}, {rn}, {sn} ∈ C. Fix a rational t > 0. We have that |qn − qn| = 0 < t for all
n ≥ 1, so {qn} ∼ {qn}. Suppose {qn} ∼ {rn}. Then there existsN0 ∈ N such that |qn−rn| < t
for all n ≥ N0. Note that |rn−qn| = |qn−rn| < t for all n ≥ N0. Hence, {rn} ∼ {qn}. Lastly,
suppose {qn} ∼ {rn} and {rn} ∼ {sn}. Then there exists N1, N2 ∈ N such that |qn− rn| < t

2

for all n ≥ N1 and |rn − sn| < t
2
for all n ≥ N2. By the Triangle Inequality (which holds

in Q by Theorem 1.12), |qn − sn| = |qn − rn + rn − sn| ≤ |qn − rn| + |rn − sn| < t
2
+ t

2
= t

whenever n ≥ max{N1, N2}. Hence, {qn} ∼ {sn}.
1https://en.wikipedia.org/wiki/Square-integrable_function
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Definition 1.45. R is the set of equivalence classes of C under the equivalence relation
∼. We denote the equivalence class containing {qn} as [{qn}]. For any q ∈ Q, we denote
qR := [{q, q, q, . . . }].

Lemma 1.46. Let {qn} ∈ C. Then there exists C ∈ Q such that |qn| ≤ C for all n ∈ N.

Proof. Since {qn} ∈ C, there exists N ∈ N such that |qn − qm| < 1 for all n,m ≥ N . In
particular, for all n ≥ N , we have that |qn − qN | < 1, so

|qn| = |(qn − qN) + qN | ≤ |qn − qN |+ |qN | = 1 + |qN |.

Now take C = max{|q1|, . . . , |qN−1|, 1+|qN |}, which is in Q since each argument of the “max”
function is in Q. If 1 ≤ n < N , then |qn| ≤ C, and if n ≥ N , then |qn| < 1 + |qN | ≤ C.

Lemma 1.47. If {qn}, {rn} ∈ C, then {qn + rn} ∈ C and {qnrn} ∈ C.

Proof. Let {qn}, {rn} ∈ C. By Lemma 1.46, there exist Cq, Cr ∈ Q such that |qn| ≤ Cq and
|rn| ≤ Cr for all n ∈ N. Note that Cq and Cr are nonnegative. Fix a rational t > 0. Let
γ = min{ t

2
, t
1+Cq+Cr

}, which is a positive rational number since 1+Cq+Cr ≥ 1. There exists

N1, N2 ∈ N such that |qn − qm| < γ for all n,m ≥ N1 and |rn − rm| < γ for all n,m ≥ N2.
Let N = max{N1, N2}. If n,m ≥ N , then

|(qn + rn)− (qm + rm)| ≤ |qn − qm|+ |rn − rm| < γ + γ ≤ t

2
+
t

2
= t

and

|qnrn − qmrm| = |qnrn − qnrm + qnrm − qmrm|
= |qn(rn − rm) + rm(qn − qm)|
≤ |qn| · |rn − rm|+ |rm| · |qn − qm|
≤ Cqγ + Crγ

< (1 + Cq + Cr)γ

≤ t [since γ ≤ t

1 + Cq + Cr

].

Therefore, {qn + rn} ∈ C and {qnrn} ∈ C.

Lemma 1.48. Let {qn}, {rn}, {sn}, {tn} ∈ C. Suppose {qn} ∼ {sn} and {rn} ∼ {tn}. Then
{qn + rn} ∼ {sn + tn} and {qnrn} ∼ {sntn}.

Proof. Suppose {qn} ∼ {sn} and {rn} ∼ {tn}. Fix a rational u > 0. By Lemma 1.46, there
exist Cr, Cs ∈ Q such that |rn| ≤ Cr and |sn| ≤ Cs for all n ∈ N. Let γ = min{u

2
, u
1+Cr+Cs

}.
Then there exist N1, N2 ∈ N such that |qn − sn| < γ for all n ≥ N1 and |rn − tn| < γ for all
n ≥ N2. If n ≥ max{N1, N2}, then

|(qn + rn)− (sn + tn)| ≤ |qn − sn|+ |rn − tn| < γ + γ ≤ u

2
+
u

2
= u
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and

|qnrn − sntn| = |qnrn − snrn + snrn − sntn|
≤ |rn(qn − sn)|+ |sn(rn − tn)|
= |rn| · |qn − sn|+ |sn| · |rn − tn|
≤ Crγ + Csγ

< (1 + Cr + Cs)γ

≤ u.

Therefore, {qn + sn} ∼ {rn + tn} and {qnsn} ∼ {rntn}.

Definition 1.49. For all [{qn}], [{rn}] ∈ R, we define

[{qn}] + [{rn}] := [{qn + rn}]

and
[{qn}] · [{rn}] := [{qnrn}].

Definition 1.50. Let {qn}, {rn} ∈ C. We say that {qn} < {rn} if there exists a rational
t > 0 and N ∈ N such that rn − qn > t for all n ≥ N .

Lemma 1.51. Let {qn}, {rn}, {sn}, {tn} ∈ C. Suppose {qn} ∼ {sn}, {rn} ∼ {tn}, and
{qn} < {rn}. Then {sn} < {tn}.

Proof. Since {qn} < {rn}, there exists a rational u > 0 and N1 ∈ N such that rn − qn > u
for all n ≥ N1. Since {qn} ∼ {sn} and {rn} ∼ {tn}, there exist N2, N3 ∈ N such that
|qn − sn| < u

3
if n ≥ N2 and |rn − tn| < u

3
if n ≥ N3. Therefore, for all n ≥ max{N1, N2, N3},

we have that

tn − sn = (tn − rn) + (rn − qn) + (qn − sn) > −u
3
+ u− u

3
=
u

3
,

so {sn} < {tn}.

Definition 1.52. For all [{qn}], [{rn}] ∈ R, we say that [{qn}] < [{rn}] if {qn} < {rn}.

Theorem 1.53. R is a field.

Proof. First, note that if [{qn}] ∈ R, then

[{qn}] + 0R = [{qn + 0}] = [{qn}] = [{0 + qn}] = 0R + [{qn}]

and
[{qn}] · 1R = [{qn · 1}] = [{qn}] = [{1 · qn}] = 1R · [{qn}].

Hence, R has an additive identity 0R and a multiplicative identity 1R. It is also clear that
0R ̸= 1R.

Since the operations on R reduce to term-wise operations on rational Cauchy sequences,
most of the field axioms for R can be proved simply by passing to Q and using the fact
that Q is a field. The proof that every non-zero element of R has a multiplicative inverse
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is more interesting. Let [{qn}] ∈ R be non-zero. We claim that there exists N ∈ N such
that qn ̸= 0 for all n ≥ N . Indeed, suppose not. For all rational t > 0, there exists N1 ∈ N
such that |qn − qm| < t for all n,m ≥ N1. Choose N2 ≥ N1 such that qN2 = 0. Then
|qn − 0| = |qn − qN2| < t for all n ≥ N1. Hence, {qn} ∼ {0, 0, 0, . . . }, so [{qn}] = 0R, which
is a contradiction. Thus, our claim is proved. Now let rn = 0 if 1 ≤ n < N and rn = q−1

n if
n ≥ N . Then qnrn = 1 for all n ≥ N , so [{qnrn}] = 1R. Therefore, [{qn}] has a multiplicative
inverse [{rn}].
Theorem 1.54. R is totally ordered.

Proof. Let x = [{xn}] and y = [{yn}] be real numbers. Suppose it is not the case that x < y
or y < x. Fix a rational t > 0. Choose N1, N2 ∈ N such that |xn−xm| < t

3
for all n,m ≥ N1

and |yn − ym| < t
3
for all n,m ≥ N2. Let N3 = max{N1, N2}. Since x ̸< y and y ̸< x, there

exist m0, n0 ≥ N3 such that xm0 − ym0 ≤ t
3
and yn0 − xn0 ≤ t

3
. Then for all n ≥ N3,

xn − yn = (xn − xm0) + (xm0 − ym0) + (ym0 − yn) <
t

3
+
t

3
+
t

3
= t

and

yn − xn = (yn − yn0) + (yn0 − xn0) + (xn0 − xn) <
t

3
+
t

3
+
t

3
= t,

so |xn − yn| < t. Therefore, {xn} ∼ {yn}, so x = y. Hence, any two elements of R can be
compared.

Now we need to show that no two of the statements “x < y”, “x = y”, and “y < x” can
be simultaneously true. Suppose x = y. Fix a rational t > 0. Then there exists N4 ∈ N such
that −t < xn− yn < t for all n ≥ N4. Therefore, there is no N ∈ N such that xn− yn > t for
all n ≥ N because for any given N ∈ N, n0 = max{N,N4} satisfies n0 ≥ N and xn0−yn0 < t.
Hence, y ̸< x. By a similar argument, x ̸< y. Lastly, suppose x < y. Then there exists a
rational t0 > 0 and N5 ∈ N such that yn − xn > t0 for all n ≥ N5. For any rational t > 0
and N ∈ N, n1 = max{N,N5} satisfies n1 ≥ N and xn1 − yn1 < −t0 < 0 < t. Hence, there
is no N ∈ N such that xn − yn > t for all n ≥ N , so y ̸< x.

It remains to prove that “<” in R is transitive. Let z = [{zn}] ∈ R, and suppose that
x < y and y < z. Then there exist rational numbers t1, t2 > 0 and N6, N7 ∈ N such that
yn − xn > t1 for all n ≥ N6 and zn − yn > t2 for all n ≥ N7. Let N8 = max{N6, N7}. Then
for all n ≥ N8,

zn − xn = (zn − yn) + (yn − xn) > t2 + t1.

Therefore, x < z since t2 + t1 is a positive rational number.

Theorem 1.55. R is an ordered field.

Proof. Theorems 1.53 and 1.54 say that R is a field with a total order “<”. Now we need
to prove that < is compatible with the field operations. Let x = [{xn}], y = [{yn}], and
z = [{zn}] be real numbers. Suppose y < z. Then there exists a rational t0 > 0 and N0 ∈ N
such that zn − yn > t0 for all n ≥ N0. It follows that (xn + zn) − (xn + yn) = zn − yn > t0
for all n ≥ N0, so x+ y < x+ z.

Suppose x > 0R and y > 0R. Then there exist rational numbers t1, t2 > 0 and N1, N2 ∈ N
such that xn > t1 for all n ≥ N1 and yn > t2 for all n ≥ N2. If n ≥ max{N1, N2}, then
xnyn > t1t2, so {xnyn} > {0, 0, 0, . . . } since t1t2 is a positive rational number. Therefore,
xy > 0R.
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Lemma 1.56. Let S ⊂ R be non-empty and bounded above. Let

T = {t ∈ Q | tR is not an upper bound of S}

and
U = {u ∈ Q | uR is an upper bound of S}.

Then for all real numbers x > 0R, there exist t ∈ T and u ∈ U such that (u− t)R < x.

Proof. First, we show that T and U are non-empty. Since S is non-empty, there exists an
element a = {[an]} ∈ S. Choose N1 ∈ N such that |an − aN1 | < 1 for all n ≥ N1. Then
aN1 − 1 < an for all n ≥ N1, so (aN1 − 2)R < a because an − (aN1 − 2) > 1 for all n ≥ N1.
Hence, aN1 −2 ∈ T , so T is non-empty. We argue similarly to show that U is non-empty. Let
b = {[bn]} ∈ R be an upper bound of S. Then there exists N2 ∈ N such that |bn − bN2| < 1
for all n ≥ N2. Hence, bn < bN2+1 for all n ≥ N , so b < (bN2+2)R because (bN2+2)−bn > 1
for all n ≥ N . Therefore, bN2 + 2 ∈ U , so U is non-empty.

Write aN1 − 2 = kT
mT

and bN2 + 2 = kU
mU

where kT , kU ∈ Z and mT ,mU ∈ N. Fix
x = {[xn]} > 0R. Then there exists a rational q > 0 and N ∈ N such that xn > q for all
n ≥ N . Clearly qR ≤ xn since q−xn is negative for large n. Since q is positive, we can write
q = k

m
where k,m ∈ N. Consider the set

V =

{
j ∈ Z

∣∣∣∣ j

2m
∈ U

}
.

Note that 2m|kU |
2m

= |kU | ≥ |kU |
mU

≥ kU
mU

∈ U , so 2m|kU | ∈ V . Hence, V is non-empty. Also,
−2m|kT |

2m
= −|kT | ≤ −|kT |

mT
≤ kT

mT
∈ T , so V is bounded below by −2m|kT |. By the Well-

Ordering Principle, V has a smallest element j0. Then j0
2m

∈ U because j0 ∈ V . The

minimality of j0 implies that j0−1
2m

∈ T . Finally, j0
2m

− j0−1
2m

= 1
2m

< k
m

= q, so letting u = j0
2m

and t = j0−1
2m

, we have that (u− t)R < qR ≤ x.

Theorem 1.57. R is complete.

Proof. Let S ⊂ R be non-empty and bounded above, and let T and U be the sets of the same
names from Lemma 1.56. For all n ∈ N, there exists tn ∈ T and un ∈ U such that un−tn < 1

n

by Lemma 1.56. Let m,n ∈ N such that m ≤ n. If un ≥ um + 1
m
, then un − tn > un − um ≥

1
m

≥ 1
n
, which is a contradiction. If un ≤ um − 1

m
, then um − tm > um − un ≥ 1

m
, which is a

contradiction. Therefore, we must have that um − 1
m
< un < um + 1

m
, or equivalently, that

|un − um| < 1
m
.

Let t > 0 be a rational number, and write t = k
ℓ
where k, ℓ ∈ N. Let N0 = ℓ ∈ N. Then

for all n,m ≥ N0, we have that

|un − um| <
1

min{n,m}
≤ 1

N0

=
1

ℓ
≤ t

because min{n,m} ≥ N0. Therefore, {un} ∈ C.
Let u = [{un}] ∈ R. Fix an arbitrary x = [{xn}] ∈ S, and suppose x ̸= u. Then there

exists a rational t > 0 such that for all N ∈ N, we have that |xn − un| ≥ t for some n ≥ N .
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Since {xn}, {un} ∈ C, there exists N1, N2 ∈ N such that |xn − xm| < t
3
for all n,m ≥ N1 and

|un − um| < t
3
for all n,m ≥ N2. Let N3 = max{N1, N2}, and choose n0 ≥ N3 such that

|xn0 − un0| ≥ t. Suppose un0 < xn0 . Then for any n ≥ N3,

xn − un = (xn − xn0) + (xn0 − un0) + (un0 − un) > − t

3
+ t− t

3
=
t

3
.

It follows that (un0)R < x, contradicting the fact that un0 ∈ U . Therefore, xn0 < un0 . Now a
similar argument shows that un − xn >

t
3
for all n ≥ N3. Therefore, x < u, so u is an upper

bound of S.
Finally, we need to show that u is the least upper bound of S. Let w = [{wn}] < u.

There exists a rational s > 0 and N4 ∈ N such that un − wn > s for all n ≥ N4. Choose
N5, N6 ∈ N such that |wn − wm| < s

3
if n,m ≥ N5 and |un − um| < s

3
if n,m ≥ N6. Let

N7 = max{N5, N6}. For any n,m ≥ N7, we have that

un − wm = (un − wn) + (wn − wm) > s− s

3
=

2s

3
.

Write s = p
q
where p, q ∈ N, and let N8 = max{N7, 3q}. Note that uN8 − tN8 <

1
N8

≤ 1
3q

≤ s
3
.

Hence,

tN8 − wn = (tN8 − uN8) + (uN8 − wn) > −s
3
+

2s

3
=
s

3

for all n ≥ N7. It follows that w < (tN8)R. But since tN8 ∈ T , there exists y ∈ S such that
(tN8)R < y. As a result, w < y, so w is not an upper bound of S.

Having performed this construction, we can now be satisfied that a complete ordered field
exists. The fact that there is only one complete ordered field up to a unique isomorphism
implies that any construction of a complete ordered field produces the same result as our
construction. Therefore, in practice, we do not appeal to a specific construction of R when
proving theorems about R; all we need to know is that R is a complete ordered field.
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2 Metric Spaces

The idea of “approaching” a real number in a limit is one of the fundamental concepts
of calculus. However, to formally define what “approach” means, we need the concept of
“distance”. In this chapter, we will start studying metric spaces, which are sets that we can
measure distances in.

2.1 Countable and Uncountable Sets

Definition 2.1.
(a) If S is a finite set, then the cardinality of S, denoted |S|, is the number of elements

in S.
(b) Two sets S and T (which may be infinite) have the same cardinality if there exists a

bijection f : S → T . In this case, we write |S| = |T |.
(c) If there exists an injection from S to T , we write |S| ≤ |T |.
(d) If there exists an injection but no surjection from S to T , we write |S| < |T |.

Definition 2.2. A set S is countable if |S| = |N|. If S is infinite and not countable, then S
is uncountable. A set that is finite or countable is denumerable. A denumerable set is also
called at most countable.

An enumeration of S is a (possibly infinite) list such that each element of S appears
exactly once in the list at a finite position. For example,

{0, 1,−1, 2,−2, 3,−3, . . . }

gives an enumeration of Z. However, the list

{0, 1, 2, 3, . . . ,−1,−2,−3, . . . },

where all nonnegative integers are written before the negative integers, is not an enumera-
tion of Z since −1 is not at a finite position—infinitely many integers appear before −1
in the list. Note that a bijection f : N → S corresponds to an infinite enumeration
{f(1), f(2), f(3), . . . }. On the other hand, an infinite enumeration S = {x1, x2, x3, . . . }
induces a bijective map n 7→ xn from N to S. Thus, S is countable if and only if S has an
infinite enumeration. For example, we constructed an infinite enumeration of Z above, so Z
is countable. More generally, S is denumerable if and only if S has an enumeration.

Theorem 2.3. Let S be a set. If there exists an injection f : S → N, then S is denumerable.

Proof. If S is finite, then S is denumerable, so suppose S is infinite. Let

T = {f(x) | x ∈ S} ⊂ N,

and note that T is infinite because f : S → T is a bijection and S is infinite. The Well-
Ordering Principle implies that T has an mth smallest element for all m ∈ N. Define
g : N → S by setting g(m) equal to the element x ∈ S such that f(x) is the mth smallest
element in T . If g(i) = g(j), then f(g(i)) = f(g(j)) is the ith smallest element in T as well
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as the jth smallest element in T , so i = j. Hence, g is injective. For any x ∈ S, there must
exist m ∈ N such that f(x) is the mth smallest element of T . Otherwise, there would be
infinitely many elements of T smaller than f(x), which is impossible since f(x) ∈ N cannot
be larger than infinitely many natural numbers. Hence, g(m) = x for some m ∈ N, so g is
surjective. Therefore, |N| = |S|, so S is countable and hence denumerable.

Theorem 2.4. Let En be a countable set for all n ∈ N. Then
⋃

n∈NEn is countable.

Proof. First, note that
⋃

n∈NEn is infinite since E1 is infinite and E1 ⊂
⋃

n∈NEn. It suffices
to find an enumeration of

⋃
n∈NEn. For each n ∈ N, write En = {xn,1, xn,2, xn,3, . . . }. We

can write all the elements of
⋃

n∈NEn in an infinite grid like so:

x1,1 x1,2 x1,3 · · ·
x2,1 x2,2 x2,3 · · ·
x3,1 x3,2 x3,3 · · ·
...

...
...

For each integer n ≥ 2, the elements xi,j such that i+ j = n form a diagonal Dn of this grid.
Each diagonal has finitely many elements, and each element of

⋃
n∈NEn belongs in exactly

one diagonal. Thus, we can list the elements of
⋃

n∈NEn by listing the elements in D2, then
the elements in D3, and so on, making sure to skip all duplicate elements. Every element
appears exactly once in this list because we skip duplicate elements. Also, every element
appears at a finite position in the list because every diagonal is finite. Therefore, we have
an enumeration of

⋃
n∈NEn.

Corollary 2.4.1. If S and T are countable, then S × T is countable.

Proof. Write S = {s1, s2, s3, . . . } and T = {t1, t2, t3, . . . }. Then

En = {(sn, tj) | j ∈ N} = {(sn, t1), (sn, t2), (sn, t3), . . . }

is countable for each n ∈ N. Hence, S × T =
⋃

n∈NEn is countable by Theorem 2.4.

Corollary 2.4.2. Q is countable.

Proof. Every x ∈ Q has a unique “simplest form” x = p
q
where p ∈ Z, q ∈ N, and gcd(p, q) =

1. Define f : Q → Z× N by f(x) = (p, q) where p
q
is the simplest form of x. Note that f is

injective because f(x) = (p, q) if and only if x = p
q
. Since Z and N are countable, Z × N is

countable by Corollary 2.4.1, so there exists a bijection g : Z×N → N. Then g ◦ f : Q → N
is an injection, so Q is denumerable by Theorem 2.3. Since Q is infinite, Q is countable.

Theorem 2.5 (Cantor). For any set S, we have |S| < |P(S)|.

Proof. Define f : S → P(S) by f(x) = {x}. If f(x) = f(y), then {x} = {y}, so x = y.
Hence, f is injective.

Suppose there exists a surjection g : S → P(S). Let B = {x ∈ S | x ̸∈ g(x)}. Since
g is surjective, g(x0) = B for some x0 ∈ S. If x0 ∈ B, then x0 ̸∈ g(x0) = B, which is a
contradiction. If x0 ̸∈ B = g(x0), then x0 ∈ B by definition of B, giving us a contradiction.
Both cases give a contradiction, so g does not exist.
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Theorem 2.6 (Cantor–Schröder–Bernstein). Let S and T be sets, and suppose there exist
injective functions f : S → T and g : T → S. Then there exists a bijection h : S → T . In
other words, if |S| ≤ |T | and |T | ≤ |S|, then |S| = |T |.

Proof. In this proof, we denote (g ◦ f)n := (g ◦ f) ◦ · · · ◦ (g ◦ f)︸ ︷︷ ︸
n times

and (g ◦ f)0 := IdS. Let

V =
∞⋃
n=0

(g ◦ f)n(S \ g(T )).

We define h : S → T as follows. Fix x ∈ S. If x ∈ V , we set h(x) = f(x). On the
other hand, suppose x ̸∈ V . Then x ̸∈ U0 = S \ g(T ), so x ∈ g(T ). Hence, x = g(y) for
some y ∈ T . Since g is injective, y is unique, so we can set h(x) = y. Written as a succinct
formula, we have

h(x) =

{
f(x) if x ∈ V

g−1(x) if x ̸∈ V ,

where g−1(x) denotes the unique element of T such that g(g−1(x)) = x.
We now check that h is injective and surjective. Let x1, x2 ∈ S, and suppose h(x1) =

h(x2). If x1, x2 ∈ V , then f(x1) = h(x1) = h(x2) = f(x2), so x1 = x2 because f is injective.
If x1, x2 ∈ S \ V , then x1 = g(h(x1)) = g(h(x2)) = x2. Finally, suppose x1 ∈ V and
x2 ̸∈ V . Then x2 = g(h(x2)) = g(h(x1)) = g(f(x1)). Since x1 ∈ V , there exists n ≥ 0 and
y ∈ S \ g(T ) such that x1 = (g ◦ f)n(y). Then x2 = g(f(x1)) = (g ◦ f)n+1(y) ∈ V , which is
a contradiction. Hence, x1 and x2 must both be in V or both be in S \ V , and we have seen
that x1 = x2 in these cases. Therefore, h is injective.

Fix y ∈ T . If y ∈ f(V ), there exists x ∈ V ⊂ S such that y = f(x) = h(x). Suppose
y ̸∈ f(V ). We claim that g(y) ̸∈ V . If g(y) ∈ V , then there exists n ≥ 0 such that g(y) ∈
(g ◦ f)n(S \ g(T )). If n = 0, then g(y) ∈ S \ g(T ), which is a contradiction since g(y) ∈ g(T ).
Hence, n ≥ 1. Note that (g◦f)n = g◦[f ◦(g◦f)n−1], so there exists z ∈ f ◦(g◦f)n−1(S\g(T ))
such that g(y) = g(z). Since g is injective, y = z ∈ f ◦ (g ◦ f)n−1(S \ g(T )) ⊂ f(V ), which
is a contradiction. Hence, g(y) ̸∈ V , so h(g(y)) = y by definition of h. Therefore, h is
surjective.

We now apply the Cantor–Schröder–Bernstein Theorem to show that |P(N)| = |R|.
We assume that the reader has at least an informal understanding of binary expansions and
infinite series, and we omit rigorous discussion of these topics so as to focus on the application
of Cantor–Schröder–Bernstein. The reader can supply the missing details after Chapter 3.

Lemma 2.7. |(0, 1)| = |R|.

Proof. Consider f : R → (0, 1) defined by

f(x) =

{
1

2−2x
if x < 0

1− 1
2x+2

if x ≥ 0.

We first check that 0 < f(x) < 1 for all x ∈ R. If x < 0, then 2 − 2x > 2, so 0 < 1
2−2x

=

f(x) < 1
2
. Suppose x ≥ 0. Then 2x + 2 ≥ 2, so 0 < 1

2x+2
≤ 1

2
. Hence, −1

2
≤ − 1

2x+2
< 0, so

1
2
≤ 1− 1

2x+2
= f(x) < 1.
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We now show that f is bijective. Suppose f(x1) = f(x2). Either f(x1) <
1
2
or f(x1) ≥ 1

2
.

Assume first that f(x1) <
1
2
. Then x1 < 0 and x2 < 0 because we showed above that

f(x) ≥ 1
2
if x ≥ 0. Hence, 1

2−2x1
= 1

2−2x2
, so 2 − 2x2 = 2 − 2x1 and hence x1 = x2. Now

assume that f(x1) ≥ 1
2
. Then x1 ≥ 0 and x2 ≥ 0 because f(x) < 0 if x < 0. Hence,

1− 1
2x1+2

= 1− 1
2x2+2

, so 2x2 + 2 = 2x1 + 2 and hence x1 = x2. Since x1 = x2 in both cases,
f is injective.

Fix y ∈ (0, 1). Suppose y < 1
2
. Then 1

y
> 2. Let x = 1− 1

2y
< 0. Then

f(x) =
1

1− 2x
=

1

2− 2(1− 1
2y
)
=

1

( 1
y
)
= y.

Now suppose y ≥ 1
2
. Then 0 < 1− y ≤ 1

2
, so 1

1−y
≥ 2. Let x = 1

2(1−y)
− 1 ≥ 0. Then

f(x) = 1− 1

2x+ 2
= 1− 1

2( 1
2(1−y)

− 1) + 2
= 1− 1

( 1
1−y

)
= 1− (1− y) = y.

In both cases, we can find x ∈ R such that f(x) = y, so f is surjective.

Theorem 2.8. |P(N)| = |R|.

Proof. It suffices to construct injections f : (0, 1) → P(N) and g : P(N) → (0, 1). If we prove
the existence of f and g, then by the Cantor–Schröder–Bernstein Theorem, |P(N)| = |(0, 1)|,
and by Lemma 2.7, |(0, 1)| = |R|, so the desired result follows.

First, we construct f . Each x ∈ (0, 1) has at least one binary expansion, which is a
sequence {an}n∈N where an ∈ {0, 1} for each n and

x =
∞∑
n=1

an
2n
.

The reader can prove this assertion later in Exercise 3.49.
Given x ∈ (0, 1), choose a binary expansion {an}n∈N of x, and set

f(x) = {n ∈ N | an = 1} ∈ P(N).

In this way, we assign each x ∈ (0, 1) to a unique value f(x) ∈ P(N).
Suppose f(x) = f(y) where x, y ∈ (0, 1). For each n ∈ N, let

αn =

{
1 if n ∈ f(x)

0 otherwise.

We call {αn}n∈N the indicator sequence of the set f(x). We have that

x =
∞∑
n=1

αn

2n
= y,

so f is injective.
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We turn to constructing g. For each S ∈ P(N), we form the indicator sequence {bn}n∈N
of S defined by

bn =

{
1 if n ∈ S

0 otherwise,

and we set

g(S) =
1

10
+

∞∑
n=1

bn
10n

.

(Basically, g(S) is the decimal number 0.1 + 0.b1b2b3b4 . . . .) Note that

0 <
1

10
≤ g(S) ≤ 1

10
+

∞∑
n=1

1

10n
=

1

10
+

1

9
< 1,

so g maps P(N) into (0, 1). Suppose g(S) = g(T ) where S, T ∈ P(N). Let {bn}n∈N and
{cn}n∈N be the indicator sequences of S and T , respectively. Then

1

10
+

∞∑
n=1

bn
10n

= g(S) = g(T ) =
1

10
+

∞∑
n=1

cn
10n

,

so

0 =
∞∑
n=1

bn − cn
10n

.

Suppose the sequences {bn}n∈N and {cn}n∈N are not equal. Then there exists a minimal
N ∈ N such that bN ̸= cN . Without loss of generality, suppose bN = 1 and cN = 0. Then

1

10N
=
bN − cN
10N

=
∞∑

n=N+1

cn − bn
10n

≤
∞∑

n=N+1

1

10n
=

1

9(10N)
,

so 1 ≤ 1
9
, which is a contradiction. Hence, bn = cn for all n ∈ N, so S = T . Therefore, g is

injective.

Corollary 2.8.1. R is uncountable.

Proof. |N| < |P(N)| = |R|.
Exercise 2.9.

(a) Prove that the set of finite integer sequences is countable.
(b) Prove that the set of infinite integer sequences is uncountable.

Exercise 2.10. The number 1
2
has two binary expansions, namely {1, 0, 0, 0, 0, . . . } and

{0, 1, 1, 1, 1, . . . }. Use this fact to explain why the function f in our proof of Theorem 2.8 is
not surjective.

Exercise 2.11. Let A and B be sets. We define AB as the set of all functions B → A.
(a) Prove that if A and B are finite, then |AB| = |A||B|.
(b) Suppose |A| ≥ 2 (note that A may be infinite). Prove that |A| < |AA|.
(c) Let C be another set. Prove that |(AB)C | = |AB×C |.

Exercise 2.12 (Applications of Exercise 2.11).
(a) Prove that |P(A)| = |{0, 1}A| for any set A.
(b) Prove that |R× N| = |R|. Hint: recall that |R| = |P(N)|.
(c) Prove that |RR| = |P(R)|.

25



2.2 Introduction to Metric Spaces

Definition 2.13. Let X be a set. A metric on X is a function d : X × X → [0,∞) such
that for all x, y, z ∈ X,

(i) d(x, y) = 0 if and only if x = y,
(ii) d(x, y) = d(y, x), and
(iii) d(x, z) ≤ d(x, y) + d(y, z).

The pair (X, d) is called a metric space.

Remark. Condition (iii) in the above definition is called the Triangle Inequality.

For brevity, we often say “Let X be a metric space” instead of “Let (X, d) be a metric
space.” The metric on X is always denoted d or dX , and the subscript is only necessary if
we want to distinguish between multiple metric spaces.

Proposition 2.14 (Reverse Triangle Inequality). Let X be a metric space. Then d(x, y) ≥
|d(x, z)− d(y, z)| for all x, y, z ∈ X.

Proof. By the Triangle Inequality,

d(x, z) ≤ d(x, y) + d(y, z)

and
d(y, z) ≤ d(y, x) + d(x, z) = d(x, y) + d(x, z).

Hence,
d(x, y) ≥ d(x, z)− d(y, z)

and
d(x, y) ≥ d(y, z)− d(x, z),

so d(x, y) ≥ |d(x, z) − d(y, z)| since |d(x, z) − d(y, z)| is equal to one of d(x, z) − d(y, z) or
d(y, z)− d(x, z).

Proposition 2.15 (The Euclidean Metric). Let k ∈ N. Then d : Rk × Rk → [0,∞) defined
by

d(x⃗, y⃗) =

(
k∑

i=1

(xi − yi)
2

)1/2

is a metric, where xi and yi refer to the ith component of x⃗ and y⃗, respectively.

Proof. Let x⃗, y⃗, z⃗ ∈ Rk. Then

d(x⃗, x⃗) =

(
k∑

i=1

(xi − xi)
2

)1/2

= 0.

If x⃗ ̸= y⃗, then xj ̸= yj for some 1 ≤ j ≤ k, so

d(x⃗, y⃗) =

(
k∑

i=1

(xi − yi)
2

)1/2

≥ (xj − yj)
2 > 0.
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Hence, condition (i) is satisfied. Condition (ii) also holds because (xi − yi)
2 = (yi − xi)

2 for
all 1 ≤ i ≤ k.

Now we prove the Triangle Inequality. We compute that

d(x⃗, z⃗)2 =
k∑

i=1

(xi − zi)
2

=
k∑

i=1

(xi − yi + yi − zi)
2

=
k∑

i=1

(xi − yi)
2 + 2

k∑
i=1

(xi − yi)(yi − zi) +
k∑

i=1

(yi − zi)
2

≤
k∑

i=1

(xi − yi)
2 + 2

∣∣∣∣∣
k∑

i=1

(xi − yi)(yi − zi)

∣∣∣∣∣+
k∑

i=1

(yi − zi)
2

≤
k∑

i=1

(xi − yi)
2 + 2

(
k∑

i=1

(xi − yi)
2

)1/2( k∑
i=1

(yi − zi)
2

)1/2

+
k∑

i=1

(yi − zi)
2

(by the Cauchy–Schwarz Inequality)

=

( k∑
i=1

(xi − yi)
2

)1/2

+

(
k∑

i=1

(yi − zi)
2

)1/2
2

= (d(x⃗, y⃗) + d(y⃗, z⃗))2.

Therefore, d(x⃗, z⃗) = |d(x⃗, z⃗)| ≤ |d(x⃗, y⃗) + d(y⃗, z⃗)| = d(x⃗, y⃗) + d(y⃗, z⃗) by parts (c) and (d) of
Proposition 1.11.

From now on, unless otherwise specified, we will use the Euclidean metric when working
in Rk. Note that the Euclidean metric on R in particular satisfies

dR(x, y) =
√
(x− y)2 = |x− y|

for all x, y ∈ R. A similar fact holds for C. Let z = x1 + y1i ∈ C and w = x2 + y2i ∈ C
where x1, y1, x2, y2 ∈ R. By definition, z = (x1, y1) ∈ R2 and w = (x2, y2) ∈ R2. Hence,

dC(z, w) = dR2((x1, y1), (x2, y2)) =
√

(x1 − y1)2 + (x2 − y2)2 = |z − w|.

For the rest of this chapter, let X be a metric space with metric d unless otherwise
specified.

Proposition 2.16. Let Y ⊂ X. Then d restricted to Y × Y is a metric on Y . Thus, any
subset of a metric space is itself a metric space.

Proof. The three conditions for d to be a metric only involve universal quantifiers on X, so
the conditions hold if X is replaced with a subset Y . If a statement holds for all x ∈ X,
then the statement holds for all x ∈ Y .
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Definition 2.17. Let E ⊂ X and x ∈ X.
(a) Every element in E is called a point of E.
(b) A neighbourhood of x is a set Nr(x) := {y ∈ X | d(x, y) < r} where r > 0 is a real

number. We call r the radius of the neighbourhood.
(c) We call x an interior point of E if there exists r > 0 such that Nr(x) ⊂ E.
(d) We call x a limit point of E if for all r > 0, there exists y ∈ E such that d(x, y) < r

and y ̸= x.
(e) We call x an isolated point of E if there exists r > 0 such that Nr(x) ∩ E = {x}.

Proposition 2.18. Let E ⊂ X. Then every point of E is either an isolated point or a limit
point of E, but not both.

Proof. Fix x ∈ E. Suppose x is not an isolated point of E. Then given r > 0, we know that
Nr(x) ∩ E ̸= {x}. Clearly, {x} ⊂ Nr(x) ∩ E, so there must exist y ∈ Nr(x) ∩ E not equal
to x. Equivalently, there exists y ∈ E such that d(x, y) < r and y ̸= x. Hence, x is a limit
point of E.

On the other hand, suppose x is an isolated point of E. Then there exists r > 0 such
that Nr(x) ∩ E = {x}. There cannot exist y ∈ E such that y ̸= x and d(x, y) < r, for this
would imply that {x, y} ⊂ Nr(x) ∩ E = {x}, which is impossible. Hence, x is not a limit
point of E.

Definition 2.19. Let E ⊂ X.
(a) E is open if every point of E is an interior point of E.
(b) The set of limit points of E is denoted E ′.
(c) E is closed if every limit point of E is in E (i.e. if E ′ ⊂ E).
(d) The complement of E is Ec := X \ E.
(e) The closure of E is E := E ∪ E ′.
(f) The interior of E is the set of interior points of E and is denoted E◦.
(g) The boundary of E is ∂E := E \ E◦.
(h) E is dense if E = X.
(i) E is bounded if E is empty or if there exists x ∈ E and r > 0 such that E ⊂ Nr(x).
(j) E is perfect if E is closed and every point in E is a limit point of E.

The space R2 offers many examples of the kinds of sets described in Definition 2.19.
When we prove general statements about metric spaces, it is often helpful to consider the
special case R2 first, then generalize to arbitrary metric spaces.

Example 2.20. For any r > 0, Nr(0) = {(x, y) ∈ R2 | x2 + y2 < r2} is the open disk of
radius r centred at the origin. As its name suggests, Nr(0) is open. The closure of Nr(0)
is Nr(0) = {(x, y) ∈ R2 | x2 + y2 ≤ r2}, which is the closed disk of radius r centred at the
origin. Every point of Nr(0) is a limit point of Nr(0). Since Nr(0) is closed, Nr(0) is perfect.
The boundary of Nr(0) is the circle {(x, y) ∈ R2 | x2 + y2 = r2}.

Example 2.21. Let S = {( 1
n
, 1
n
) ∈ R2 | n ∈ N}. Then S is neither open nor closed. The

interior of S is empty, and (0, 0) is a limit point of S that is not in S. Every point of S is
an isolated point. The closure of S is S = S ∪ {(0, 0)}.
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Example 2.22. Let H = {(x, y) ∈ R2 | y ≥ 0}. Then H is perfect and unbounded. The
interior of H is H◦ = {(x, y) ∈ R2 | y > 0}. Since H ̸= H◦, we see that H is not open.

Example 2.23. Let L = {(n, 0) ∈ R2 | n ∈ Z}. Then L is closed since L has no limit points.
Indeed, the requirement for L to be closed is that L′ ⊂ L, and the empty set is a subset of
any set.

Proposition 2.24. Let E ⊂ X. Then E is open if and only if Ec is closed.

Proof. Suppose E is open. Let x ∈ X be a limit point of Ec. Suppose x ∈ E. Then there
exists r > 0 such that Nr(x) ⊂ E. But since x is a limit point of Ec, there exists y ∈ Ec

such that y ∈ Nr(x). Hence, Nr(x) ̸⊂ E, which is a contradiction. Therefore, x ̸∈ E, so
x ∈ Ec. Since Ec contains all of its limit points, Ec is closed.

Conversely, suppose Ec is closed. Let x ∈ E. Then x is not a limit point of Ec, so there
exists r > 0 such that no y ∈ Ec satisfies 0 < d(x, y) < r. Let z ∈ Nr(x). If z = x, then
clearly z ∈ E. If z ̸= x, then 0 < d(x, z) < r, so z ∈ E because z ̸∈ Ec. In both cases, we
have z ∈ E, so Nr(x) ⊂ E. Therefore, E is open.

Proposition 2.25. Let r > 0 and x ∈ X. Then Nr(x) ⊂ X is open.

Proof. Let y ∈ Nr(x) and p = r − d(x, y) > 0. Fix z ∈ Np(y). Then

d(x, z) ≤ d(x, y) + d(y, z) < d(x, y) + p = r,

so z ∈ Nr(x). Therefore, Np(y) ⊂ Nr(x), so Nr(x) is open.

Proposition 2.26. Let O be a set of open subsets of X, and let C be a set of closed subsets
of X.

(a)
⋃

E∈O E ⊂ X is open.
(b)

⋂
E∈C E is closed.

(c) If O is finite, then
⋂

E∈O E ⊂ X is open.
(d) If C is finite, then

⋃
E∈C E ⊂ X is closed.

Proof. (a) Let x ∈
⋃

E∈O E. Then there exists Ex ∈ O such that x ∈ Ex. Since Ex is open,
there exists r > 0 such that Nr(x) ⊂ Ex ⊂

⋃
E∈O E. Therefore,

⋃
E∈O E is open.

(b) Note that (
⋂

E∈C E)
c =

⋃
E∈C E

c is an arbitrary union of open sets because the
complement of a closed set is open. Hence, (

⋂
E∈C E)

c is open by part (a), so
⋂

E∈C E =
((
⋂

E∈C E)
c)c is closed.

(c) Suppose O is finite. Write O = {E1, . . . , En} where n = |O| ≥ 0. Fix x ∈
⋂

E∈O E.
Then for all 1 ≤ i ≤ n, there exists ri > 0 such that Nri(x) ⊂ Ei. Let r = min1≤i≤n ri > 0.
Then Nr(x) ⊂ Nri(x) ⊂ Ei for all 1 ≤ i ≤ n, so Nr(x) ⊂

⋂n
i=1Ei =

⋂
E∈O E. Therefore,⋂

E∈O E is open.
(d) Suppose C is finite. Then (

⋃
E∈C E)

c =
⋂

E∈C E
c is a finite intersection of open sets

and is therefore open by part (c). Hence, the complement
⋃

E∈C E is closed.

Proposition 2.27. Let E ⊂ X.
(a) E◦ ⊂ X is open.
(b) E ⊂ X is closed.
(c) If E is open, then E◦ = E.
(d) If E is closed, then E = E.
(e) If E ⊂ F ⊂ X, then E ′ ⊂ F ′. Moreover, if F is closed, then E ⊂ F .
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Proof. (a) Let x ∈ E◦. Then there exists r > 0 such that Nr(x) ⊂ E. For any y ∈ Nr(x),
there exists s > 0 such that Ns(y) ⊂ Nr(x) ⊂ E, so y ∈ E◦. Therefore, Nr(x) ⊂ E◦, so E◦

is open.
(b) Let x ∈ X be a limit point of E. We want to show that x ∈ E. If x ∈ E, then we

are done since E ⊂ E. Suppose x ̸∈ E, and fix r > 0. We want to show that x ∈ E ′, which
means we must prove that there exists y ∈ E satisfying 0 < d(x, y) < r. Since x is a limit
point of E, there exists z ∈ E such that 0 < d(x, z) < r. If z ∈ E, then we can take y = z.
Otherwise, z ∈ E ′, so there exists y ∈ E such that 0 < d(z, y) < min{d(x, z), r − d(x, z)}.
Then

d(x, y) ≥ d(x, z)− d(y, z) > d(x, z)− d(x, z) = 0

and
d(x, y) ≤ d(x, z) + d(z, y) < d(x, z) + r − d(x, z) = r,

so 0 < d(x, y) < r. In both cases, we have found y ∈ E such that 0 < d(x, y) < r, so
x ∈ E ′ ⊂ E.

(c) Suppose E is open. Let x ∈ E◦. Then there exists r > 0 such that Nr(x) ⊂ E. Since
x ∈ Nr(x), we have that x ∈ E, so E◦ ⊂ E. On the other hand, every point of E is an
interior point by definition of E being open, so E ⊂ E◦.

(d) Suppose E is closed. Then E contains all of its limit points, so E ′ ⊂ E. Therefore,
E = E ∪ E ′ = E.

(e) Let E ⊂ F ⊂ X. Suppose x ∈ E ′. Then for any r > 0, there exists y ∈ E ⊂ F such
that 0 < d(x, y) < r. Hence, x ∈ F ′, so E ′ ⊂ F ′. Suppose F is also closed. Then since
E ⊂ F and E ′ ⊂ F ′, we have that E = E ∪ E ′ ⊂ F ∪ F ′ = F . By part (d), F = F , so
E ⊂ F .

Proposition 2.28. Let x, y ∈ R such that x < y. Then (x, y) ⊂ R is open.

Proof. Let z = x+y
2

and r = y−x
2
. Then

Nr(z) = (z − r, z + r) = (x, y),

so (x, y) is open since Nr(z) is open.

Proposition 2.29. Let x, y ∈ R such that x < y. Then (x, y) = [x, y]. Hence, [x, y] is
closed in R.

Proof. Fix ϵ > 0, and let z = min{y−x
2
, ϵ
2
}. Then x+ z ∈ (x, y) because

x < x+ z ≤ x+
y − x

2
=
x+ y

2
< y.

Also, 0 < |(x + z) − x| = z ≤ ϵ
2
< ϵ. Hence, x is a limit point of (x, y). By a similar

argument, y is a limit point of (x, y). Therefore, [x, y] ⊂ (x, y).
It now suffices to prove that [x, y] is closed, or equivalently, that [x, y]c = (−∞, x)∪(y,∞)

is open. Let v ∈ (−∞, x) ∪ (y,∞). Suppose v < x. Let r = x−v
2

> 0, and fix w ∈ Nr(v).
Then w − v ≤ |w − v| < r, so w < r + v = x+v

2
< x, which means that w ∈ (−∞, x).

Therefore, Nr(v) ⊂ (−∞, x) ∪ (y,∞). If v > y, then we let r = v−y
2
> 0 and argue similarly

to show that Nr(v) ⊂ (−∞, x) ∪ (y,∞). Hence, (−∞, x) ∪ (y,∞) is open.
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Theorem 2.30. Suppose E ⊂ X has a limit point x ∈ X. Then there is an infinite subset
S ⊂ E such that for all r > 0, all but finitely many elements of S are in Nr(x) \ {x}.

Proof. Let i ≥ 1 be any integer. Since x is a limit point of E, there exists yi ∈ E such that
yi ∈ N1/i(x) and yi ̸= x. Let S = {yn | n ∈ N}, and fix r > 0. By the Archimedean Property,
there exists m ∈ N such that m < 1

r
, so that 1

m
< r. Then rm ≤ 1

n
< r. Now for any k ≥ m,

we have that 0 < d(x, yk) <
1
k
≤ 1

m
< r. Therefore, the finite set {y1, . . . , ym−1} contains all

points of S that are outside Nr(x) \ {x}.
To prove that S is infinite, suppose S is finite. Then we can define p = miny∈S d(x, y) > 0.

But then there is no y ∈ S such that y ∈ Np/2(x), which contradicts what we proved in the
previous paragraph.

Corollary 2.30.1. Suppose E ⊂ X has a limit point x ∈ X. Then E ∩Nr(x) is infinite for
any r > 0.

Proof. Let S ⊂ E be an infinite subset such that only finitely many points of S are outside
Nr(x) \ {x} for any r > 0. Then S ∩ (Nr(x) \ {x}) must be infinite for any r > 0. Since
S ∩ (Nr(x) \ {x}) ⊂ S ∩Nr(x) ⊂ E ∩Nr(x), the result follows.

Proposition 2.31. Let E ⊂ X. Then E ′ is closed.

Proof. We will prove that (E ′)c is open. Let x ∈ (E ′)c. Then there exists r > 0 such that
Nr(x) \ {x} ⊂ Ec. Fix y ∈ Nr(x). If y = x, then y ̸∈ E ′. Now suppose y ̸= x. Let
s = min{d(x, y), r − d(x, y)} > 0. If z ∈ Ns(y), then

d(x, z) ≥ d(x, y)− d(z, y) > d(x, y)− s ≥ d(x, y)− d(x, y) = 0

and
d(x, z) ≤ d(x, y) + d(y, z) < d(x, y) + s ≤ d(x, y) + (r − d(x, y)) = r,

so z ∈ Nr(x) \ {x} ⊂ Ec. Therefore, Ns(y) ⊂ Ec, so y ̸∈ E ′. It follows that Nr(x) ⊂ (E ′)c,
so (E ′)c is open.

Theorem 2.32. Let E ⊂ Y ⊂ X. Then E is open relative to Y if and only if there exists
F ⊂ X that is open relative to X and F ∩ Y = E.

Proof. For all y ∈ E and r > 0, let NY
r (y) := {z ∈ Y | dX(y, z) < r} and NX

r (y) := {z ∈ X |
dX(y, z) < r}. Note that NY

r (y) = NX
r (x) ∩ Y .

Suppose E is open relative to Y . Then for all y ∈ E, there exists ry > 0 such that
NY

ry(y) ⊂ E. Let F =
⋃

y∈E N
X
ry (y), which is open relative to X. Then

F ∩ Y =

(⋃
y∈E

NX
ry (y)

)
∩ Y =

⋃
y∈E

(NX
ry (y) ∩ Y ) =

⋃
y∈E

NY
ry(y) = E,

where the last equality follows because NY
ry(y) ⊂ E for all y ∈ E.

Conversely, suppose there is an open subset F of X such that F ∩ Y = E. Let y ∈ E.
Then y ∈ F , so there exists ry > 0 such that NX

ry (y) ⊂ F . Therefore,

NY
ry(y) = NX

ry (y) ∩ Y ⊂ F ∩ Y = E,

so E is open relative to Y .
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Exercise 2.33 (The Discrete Metric). Let S be any set. Prove that d : S × S → [0,∞)
defined by

d(x, y) =

{
1 if x ̸= y

0 if x = y

is a metric on S. We call d the discrete metric. Prove that every subset of (S, d) is both
open and closed.

Exercise 2.34.
(a) Let E1 = {x2 | x ∈ Q} ⊂ R. Find E1.
(b) Let E2 = {(x2, y2) | x, y ∈ Q} ⊂ R2. Find E2.

Exercise 2.35. Let (X1, d1), . . . , (Xn, dn) be metric spaces. For each x = (x1, . . . , xn) ∈
X1 × · · · ×Xn and y = (y1, . . . , yn) ∈ X1 × · · · ×Xn, set

d(x, y) =
√
d1(x1, y1)2 + · · ·+ dn(xn, yn)2.

Prove that d is a metric on X1 × · · · ×Xn.

Exercise 2.36. Let E ⊂ X.
(a) Prove that (E)c = (Ec)◦ and that (E◦)c = (Ec).
(b) We say that E is nowhere dense if the interior of E is empty. Prove that E is nowhere

dense if and only if the interior of Ec is dense (i.e. (Ec)◦ = X).

Exercise 2.37. Let X be a metric space and E1, E2 be disjoint closed subsets of X. Prove
that there exist disjoint open subsets O1,O2 of X such that E1 ⊂ O1 and E2 ⊂ O2.

Exercise 2.38. Prove that every open subset of R can be written as a countable union of
disjoint open intervals.

Exercise 2.39. Let (X, d) be a metric space and τ(X, d) be the set of open subsets of X
under the metric d. Let T be the set consisting of R, the empty set, and all open intervals
(−x, x) where x > 0. Prove that there is no metric d on R such that T = τ(R, d).

Exercise 2.40. Let Mn(R) be the set of n× n matrices with real entries.
(a) For any A ∈Mn(R), prove that

||A|| := sup{||Ax|| : x ∈ Rn and ||x|| = 1}

is finite. We call ||A|| the operator norm of A. Prove that ||Ax|| ≤ ||A|| · ||x|| for all x ∈ Rn.
(b) Let d(T1, T2) = ||T1 − T2|| for each T1, T2 ∈ Mn(R). Prove that d is a metric on

Mn(R).
(c) Let GLn(R) be the set of invertible matrices in Mn(R). Prove that GLn(R) is dense

in Mn(R). Hint: the characteristic polynomial of A ∈Mn(R) is cA(x) = det(A− xIn). Note
that A− λIn ̸∈ GLn(R) if and only if λ is a root of cA.

(d) Prove that if T ∈ GLn(R), then

||Tx|| ≥ 1

||T−1||

for all ||x|| = 1. Use this fact to prove that GLn(R) is open in Mn(R).
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2.3 Compactness

Definition 2.41. Let E ⊂ X. A set {Oα}α of open subsets of X is called an open cover of
E (relative to X) if E ⊂

⋃
α Oα. If there is a finite subset {Oα1 , . . . ,Oαn} of {Oα}α that

covers E, we say that {Oα1 , . . . ,Oαn} is a finite subcover of {Oα}.

Definition 2.42. K ⊂ X is compact (relative to X) if every open cover of K has a finite
subcover.

It is easier to work with finite sets than infinite sets. Compactness allows us to extract
a finite subset E from an infinite set K, then use E to learn about K. One of the main
challenges of working with compact sets is identifying a useful open cover to consider. If we
choose the “correct” open cover, we can draw powerful conclusions from the associated finite
subcover.

A common choice of an open cover for a compact set K is the set of neighbourhoods
{Nr(x) : x ∈ K} for some fixed r > 0. Many proofs proceed by forming this open cover,
extracting a finite subcover {Nr(x1), . . . , Nr(xn)}, and doing something with each xi using
the fact that there are only finitely many of them. Typically, we compute a value f(xi) for
each i and then work with min1≤i≤n f(xi) or max1≤i≤n f(xi). More generally, if each x ∈ K
is associated with some rx > 0, then {Nrx(x) : x ∈ K} is an open cover, and we can obtain
a finite subcover {Nrxi

(xi)}ni=1. It is often useful to let r = min1≤i≤n rxi
and note that r > 0

since there are only finitely many radii rxi
.

Theorem 2.43. Let K ⊂ Y ⊂ X. Then K is compact relative to X if and only if K is
compact relative to Y .

Proof. Suppose K is compact relative to X. Let {OY
α }α be an open cover of K relative to

Y . By Theorem 2.32, for each OY
α , there exists an open set OX

α relative to X such that
OX

α ∩ Y = OY
α . Then K ⊂

⋃
α OY

α ⊂
⋃

α OX
α , so {OX

α } is an open cover of K relative to X.
Since K is compact relative to X, there is a finite subcover {OX

α1
, . . . ,OX

αn
}. Now

K ⊂

(
n⋃

j=1

OX
αj

)
∩ Y =

n⋃
j=1

(OX
αj

∩ Y ) =
n⋃

j=1

OY
α ,

so {OY
α1
, . . . ,OY

αn
} is a finite subcover of {OY

α }α. Therefore, K is compact relative to Y .
Conversely, suppose K is compact relative to Y . Let {Oα}α be an open cover of K

relative to X. For each index α, Oα ∩ Y is open relative to Y by Theorem 2.32. Hence,
{Oα ∩ Y }α is an open cover of K relative to Y because

K ⊂

(⋃
α

Oα

)
∩ Y =

⋃
α

(Oα ∩ Y ).

By compactness of K in Y , there exists a finite subcover {Oα1 ∩Y, . . . ,Oαn ∩Y }. Therefore,
{Oα1 , . . . ,Oαn} is a finite subcover of {Oα}α because K ⊂

⋃n
j=1(Oαj

∩ Y ) ⊂
⋃n

j=1Oαj
.

Hence, K is compact relative to X.
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Theorem 2.43 says that the compactness of a set K depends only on the metric defined
on K; we do not need to say that K is compact “relative to” some secondary metric space X.
A metric space is either compact or not compact. However, we should note that a set may
be compact in one metric but not in another. For example, [0, 1] is compact when equipped
with the Euclidean metric (as a consequence of the Heine–Borel Theorem, which we will see
soon), but [0, 1] is not compact when equipped with the “discrete metric”

d(x, y) =

{
1 if x ̸= y

0 if x = y.

Proposition 2.44. Every finite subset of a metric space is compact.

Proof. Let K ⊂ X be finite, and let {Oα}α be an open cover of K. Write K = {x1, . . . , xn}
where n = |K| ≥ 0. For every 1 ≤ j ≤ k, there is an open set Oαj

such that xj ∈ Oαj
. Then

{Oα1 , . . . ,Oαn} is a finite subcover.

Theorem 2.45. If K is compact, then K is bounded.

Proof. Suppose K ⊂ X is compact. If K is empty, then we are done, so suppose K
is non-empty. Since {N1(x)}x∈K is an open cover of K, there exists a finite subcover
{N1(x1), . . . , N1(xn)} where n ≥ 1. Let r = 1+max1≤i,j≤n d(xi, xj) > 0, and fix x ∈ X. Then
there exists 1 ≤ m ≤ n such that x ∈ N1(xm), which means that d(xm, x) < 1. Therefore,

d(x1, x) ≤ d(x1, xm) + d(xm, x) < max
1≤i,j≤n

d(xi, xj) + 1 = r,

so K ⊂ Nr(x1). Therefore, K is bounded.

Theorem 2.46. If K is compact, then K is closed.

Proof. Let K ⊂ X be compact. We can prove that K is closed by proving that Kc is open.
Let x ∈ Kc. For each y ∈ K, let ry = 1

2
d(x, y) > 0. Then {Nry(y)}y∈K is an open cover

of K. Since K is compact, we can extract a finite subcover {Nry1
(y1), . . . , Nryn (yn)}. Let

r = min{ry1 , . . . , ryn} > 0. Suppose z ∈ Nr(x). Then for each 1 ≤ j ≤ n, we have that

d(yj, z) ≥ d(yj, x)− d(z, x) > 2rj − r ≥ 2rj − rj = rj,

so z ̸∈ Nrj(yj). Hence, z ̸∈
⋃n

j=1Nrj(yj), so z ̸∈ K since K ⊂
⋃n

j=1Nrj(yj). We conclude
that Nr(x) ⊂ Kc, so Kc is open.

Theorem 2.47. If K is compact and E ⊂ K is closed (relative to K), then E is compact.

Proof. Let {Oα}α be an open cover of E. Since E is closed, Ec is open. Hence, {Oα}α∪{Ec}
is an open cover ofK. SinceK is compact, we can extract a finite subcover S = {S1, . . . , Sn}.
Then S \ {Ec} is a finite subcover of {Oα}α. Therefore, E is compact.

Corollary 2.47.1. Let F be a family of compact subsets of X. Then
⋂

K∈F K is compact.

Proof. If F is empty, then the intersection
⋂

K∈F K is empty and hence compact. Suppose
F is not empty. Each K ∈ F is closed, so

⋂
K∈F K is closed. Also,

⋂
K∈F K is a subset of

any compact set in F . Hence,
⋂

K∈F K is compact by Theorem 2.47.
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Theorem 2.48. If K is compact and E ⊂ K is infinite, then E has a limit point in K.

Proof. We prove the contrapositive. Suppose E ⊂ K is infinite and has no limit point in
K. For each x ∈ K, there exists rx > 0 such that Nrx(x) ∩ E ⊂ {x} because x is not a
limit point of E. Consider the open cover {Nrx(x)}x of K, and suppose there exists a finite
subcover {Nrx1

(x1), . . . , Nrxn (xn)}. Then

E = K ∩ E ⊂

(
n⋃

j=1

Nrxj
(xj)

)
∩ E =

n⋃
j=1

(Nrxj
(xj) ∩ E) ⊂ {x1, . . . , xn},

which is impossible because E is infinite. Hence, {Nrx(x)}x has no finite subcover, so K is
not compact.

Theorem 2.49. Let F be a non-empty family of compact subsets of X with the “finite-
intersection property” (which means that any finite intersection of sets from F is non-empty).
Then

⋂
K∈F K is non-empty.

Proof. Suppose, by way of contradiction, that
⋂

K∈F K is empty. Choose a compact set
S ∈ F . Fix x ∈ S. There exists Kx ∈ F such that x ̸∈ Kx because

⋂
K∈F K is empty. Since

Kx is compact, Kc
x is open, so there exists rx > 0 such that Nrx(x) ⊂ Kc

x.
We now have an open cover {Nrx(x)}x∈S of S. By compactness of S, there exists a finite

subcover {Nrx1
(x1), . . . , Nrxn (xn)}. But

S ∩Kx1 ∩ · · · ∩Kxn ⊂

(
n⋃

j=1

Nrxj
(xj)

)
∩ (Kx1 ∩ · · · ∩Kxn)

=
n⋃

j=1

(Nrxj
∩ (Kx1 ∩ · · · ∩Kxn))

⊂
n⋃

j=1

(Nrxj
∩Kxj

)

= ∅,

contradicting the assumption that F has the finite-intersection property.

Corollary 2.49.1. Suppose {Kn}n∈N is a “decreasing” family of non-empty compact subsets
of X (which means that Kn+1 ⊂ Kn for all n ∈ N). Then

⋂
n∈NKn is non-empty.

Proof. Choose a finite number of sets Kn1 , . . . , Knm in {Kn}n∈N. Let n0 = max{n1, . . . , nm}.
Then

⋂m
j=1Knj

= Kn0 is non-empty. Hence, {Kn}n∈N has the finite-intersection property.
By Theorem 2.49,

⋂
n∈NKn is non-empty.

Exercise 2.50. Prove that {0} ∪ { 1
n
| n ∈ N} ⊂ R is compact.

Exercise 2.51.
(a) Let K1 and K2 be compact subsets of X. Prove that K1 ∪K2 is compact.
(b) Find a sequence K1, K2, K3, . . . of compact subsets of R such that

⋃∞
n=1Kn is not

compact. [Therefore, finite unions of compact sets are compact, but infinite unions may not
be compact.]
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Exercise 2.52. The distance between two non-empty sets S, T ⊂ X is

dist(S, T ) := inf
x∈S,y∈T

d(x, y).

[Note: dist is generally not a metric because the Triangle Inequality fails.]
(a) Prove that if S is closed, T is compact, and S ∩ T = ∅, then dist(S, T ) > 0.
(b) Find two non-empty disjoint closed sets E1, E2 ⊂ R such that dist(E1, E2) = 0.

Exercise 2.53 (Cardinality of Compact Sets). Let K be a compact set. In this exercise, we
will show that |K| ≤ |R|.

(a) Prove that for all n ∈ N, there exists a finite set {xn,1, . . . , xn,mn} ⊂ K such that

K =
mn⋃
i=1

N1/n(xn,i).

(b) Fix x ∈ K. Construct an infinite sequence of natural numbers {i1, i2, i3, . . . } such
that

{x} =
∞⋂
n=1

N1/n(xn,in).

Note: the sequence {i1, i2, i3, . . . } is identical to a function s : N → N where s(n) = in for
all n. Therefore, the set of sequences of natural numbers is NN (see Exercise 2.11).

(c) Hence, we can define f : K → NN by f(x) = {i1, i2, i3, . . . }. Note that f is injective
because

⋂∞
n=1N1/n(xn,in) is a singleton set, so |K| ≤ |NN|. To conclude that |K| ≤ |R|, prove

that |NN| ≤ |R|.

2.4 The Heine–Borel Theorem

In general, determining whether a given set is compact is difficult. Fortunately, there is a
simple characterization of all compact subsets of Rk. This section is dedicated to proving
the Heine–Borel Theorem, which says that a subset E ⊂ Rk is compact if and only if E is
closed and bounded.

Definition 2.54. Let k ∈ N. A k-cell is a subset of Rk of the form

[a1, b1]× · · · × [ak, bk]

where ai ≤ bi for all 1 ≤ i ≤ k.

Proposition 2.55. Every bounded subset of Rk is a subset of a k-cell.

Proof. Let E ⊂ Rk. If E is empty, then E is a subset of [0, 0] × · · · × [0, 0] ∈ Rk. Now
suppose E is non-empty. Then there exists v⃗ ∈ E and r > 0 such that

d(x⃗, v⃗) =

(
n∑

i=1

(xi − vi)
2

)1/2

< r
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for all x⃗ ∈ E. For any given integer 1 ≤ j ≤ k, let Sj = {xj | x⃗ ∈ E} ⊂ R. Then

|xj − vj| = ((xj − vj)
2)1/2 ≤

(
n∑

i=1

(xi − vi)
2

)1/2

< r

for all xj ∈ Sj. Let aj = vj − r and bj = vj + r, so that Sj ⊂ [aj, bj]. Now fix any
x⃗ ∈ E. Then xj ∈ [aj, bj] for all 1 ≤ j ≤ k, so x⃗ ∈ [a1, b1] × · · · × [ak, bk]. Therefore,
E ⊂ [a1, b1]× · · · × [ak, bk].

Theorem 2.56 (Nested-Interval Property). Suppose {ℓ1, ℓ2, ℓ3, . . . } and {u1, u2, u3, . . . } are
sequences of real numbers such that ℓi ≤ ℓj ≤ uj ≤ ui for all j ≥ i ≥ 1. Then

⋂∞
n=1[ℓn, un]

is non-empty.

Proof. Consider the set L = {ℓ1, ℓ2, ℓ3, . . . }. Then L is non-empty and bounded above since
ℓn ≤ u1 for all n ≥ 1. Let x = sup(L). Fix i ≥ 1. Then x ≥ ℓi since x is an upper bound
of S. If j ≥ i, then ℓj ≤ uj ≤ ui, and if 1 ≤ j < i, then ℓj ≤ ℓi ≤ ui. Therefore, ui
is an upper bound of S, so x ≤ ui. It follows that x ∈ [ℓi, ui]. But i ≥ 1 is arbitrary, so
x ∈

⋂∞
n=1[ℓn, un].

Theorem 2.57. Every k-cell is compact.

Proof. Let k ∈ N. For each k-cell C = [a1, b1]× · · · × [ak, bk] ⊂ Rk, define

f(C) =

(
k∑

i=1

(bi − ai)
2

)1/2

.

For any x⃗ = (x1, x2, . . . , xk) ∈ C and y⃗ = (y1, y2, . . . , yk) ∈ C, we have that

d(x⃗, y⃗) =

(
k∑

i=1

(yi − xi)
2

)1/2

≤

(
k∑

i=1

(bi − ai)
2

)1/2

= f(C)

because xi, yi ∈ [ai, bi] for all 1 ≤ i ≤ k.
Suppose there is a k-cell C1 ⊂ Rk that is not compact. Then there is an open cover

S of C1 that does not have a finite subcover. Inductively, for j ≥ 1, let Cj be a k-cell
such that no finite subset of S covers Ci. Write Cj = [a1, b1] × · · · × [ak, bk]. Note that
[ai, bi] = [ai,

1
2
(ai + bi)] ∪ [1

2
(ai + bi), bi] for each 1 ≤ i ≤ k. Hence, by splitting each

[ai, bi] into two subintervals, we can write Cj as a finite union of “k-subcells” of the form
[ℓ1, u1]× · · · × [ℓk, uk] where ui − ℓi =

1
2
(bi − ai). Let E = [ℓ1, u1]× · · · × [ℓk, uk] be any one

of these k-subcells, and notice that

f(E) =

(
k∑

i=1

(ui − ℓi)
2

)1/2

=

(
k∑

i=1

(
1

2
(bi − ai)

)2
)1/2

=
1

2

(
k∑

i=1

(bi − ai)
2

)1/2

=
1

2
f(Cj).

If S had a finite subcover for each k-subcell, then the union of these subcovers would be a
finite subcover of Cj. But by assumption, no finite subset of S covers Cj, so there must be
a k-subcell Cj+1 such that no finite subset of S covers Cj+1.
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This recursive process produces k-cells Cj = [a
(j)
1 , b

(j)
1 ]×· · ·× [a

(j)
k , b

(j)
k ] such that no finite

subset of S covers Cj for any j ≥ 1. Also, f(Cj+1) =
1
2
f(Cj) and [a

(j+1)
i , b

(j+1)
i ] ⊂ [a

(j)
i , b

(j)
i ]

for all integers j ≥ 1 and 1 ≤ i ≤ k. Then by induction, f(Cj) = (1
2
)j−1f(C1) for all j ≥ 1.

Note also that f(C1) > 0. Indeed, if f(C1) = 0, then a
(1)
i = b

(1)
i for all 1 ≤ i ≤ k, which

makes C1 a singleton set {x⃗}. But since S covers C1, there is an open set O ∈ S such that
x⃗ ∈ O, so {O} is a finite subset of S that covers C1. This is a contradiction, so f(C1) > 0.

Now consider

T =
∞⋂
j=1

Cj =

(
∞⋂
j=1

[a
(j)
1 , b

(j)
1 ]

)
× · · · ×

(
∞⋂
j=1

[a
(j)
k , b

(j)
k ]

)
.

By the Nested-Interval Property, there exists an element x⃗ = (x1, . . . , xk) ∈ T ⊂ C1. Since
S covers C1, there is an open set O ∈ S such that x⃗ ∈ O. Hence, there exists r > 0 such
that Nr(x⃗) ⊂ O. Recall that f(C1) > 0, so we can divide by f(C1). Using the Archimedean
Property, we can show that there exists m ∈ N such that (1

2
)m < r

f(C1)
. Let y⃗ ∈ Cm+1. Then

d(x⃗, y⃗) ≤ f(Cm+1) = (1
2
)mf(C1) < r, so y⃗ ∈ Nr(x⃗) ⊂ O. It follows that Cm+1 ⊂ O, which is

a contradiction because no finite subset of S covers Cm+1.

Corollary 2.57.1 (The Heine–Borel Theorem). K ⊂ Rk is compact if and only if K is
closed and bounded.

Proof. Theorems 2.45 and 2.46 say that every compact set is closed and bounded. Conversely,
suppose K is closed and bounded (relative to Rk). Since K is bounded, there is a k-cell C
that contains K by Proposition 2.55. Theorem 2.57 says that C is compact. Note that K is
closed relative to C because K contains all of its limit points in Rk, which C is a subset of.
Therefore, K is a closed subset of a compact set, so K is compact by Theorem 2.47.

Theorem 2.58. Let E ⊂ Rk. Then the following are equivalent:
(i) E is compact.
(ii) E is closed and bounded.
(iii) Every infinite subset of E has a limit point in E.

Proof. The Heine–Borel Theorem says that (ii) implies (i), and Theorem 2.48 says that (i)
implies (iii). To finish the proof, we just need to show that (iii) implies (ii).

Suppose (iii) holds. Let x ∈ Rk be a limit point of E. By Theorem 2.30, there is an
infinite subset S ⊂ E such that for any r > 0, all but finitely many points of S are in
Nr(x) \ {x}. Since S is infinite, S has a limit point y ∈ E. Let D = d(x, y), and suppose
D > 0. If z ∈ ND/2(y), then d(x, z) ≥ d(x, y) − d(z, y) > D − D

2
= D

2
, so z ̸∈ ND/2(x).

Hence, ND/2(y) ⊂ (ND/2(x))
c. Since S ∩ (ND/2(x))

c is finite, we know that S ∩ ND/2(y) is
also finite. But since y is a limit point of S, Corollary 2.30.1 implies that S ∩ ND/2(y) is
infinite, which is a contradiction. Therefore, D = 0, so x = y ∈ E, which means that E
contains all of its limit points and is therefore closed.

Now suppose E is not bounded. Then E is non-empty. To obtain a contradiction, we
construct a particular infinite subset T ⊂ E which has no limit point. First, pick any point
t1 ∈ E. Recursively, for all integers n ≥ 2, we pick tn ∈ E such that d(t1, tn) > d(t1, tn−1)+1;
this is possible because E is not bounded. Now let T = {tn | n ∈ N} ⊂ E. Let i, j ∈ N

38



be distinct, and without loss of generality, assume that i > j. By induction, we have that
d(t1, ti) > d(t1, tj) + 1. Hence,

d(ti, tj) ≥ d(t1, ti)− d(t1, tj) > 1.

Therefore, all the tn ∈ T are distinct, so T is infinite. By assumption (iii), T has a limit
point w ∈ E. Then by Corollary 2.30.1, T ∩ N1/2(w) is infinite, so there exist two distinct
elements ti, tj ∈ T ∩ N1/2(w). But notice that d(ti, tj) ≤ d(ti, w) + d(w, tj) <

1
2
+ 1

2
= 1,

which is impossible because we proved that d(ti, tj) > 1. Therefore, E must be bounded.

Theorem 2.59. If E ⊂ Rk is a non-empty perfect set, then E is uncountable.

Proof. Any non-empty perfect set must be infinite since finite sets do not have limit points
by Corollary 2.30.1. Suppose E is countable, and write E = {x1, x2, x3, . . . }. To obtain a
contradiction, we will use the Heine–Borel Theorem and Corollary 2.49.1 to construct a limit
point xn ∈ E where n must be larger than any natural number. Let n0 = 1, r0 = 1, and
V0 = Nr0(xn0). Recursively, suppose we have chosen ni and ri for some i ≥ 0. Since xni

is
a limit point of E, any neighbourhood of xni

contains infinitely many points of E. Hence,
there exists ni+1 > ni such that xni+1

∈ Vi := Nri(xni
). Choose ri+1 > 0 such that

ri+1 <
1

2
[ri − d(xni

, xni+1
)] (1)

and
ri+1 < min

1≤j≤ni

d(xj, xni+1
). (2)

Condition (1) ensures that Vi+1 := Nri+1
(xni+1

) ⊂ Vi. Indeed, if x ∈ Vi+1, then

d(x, xni
) ≤ d(x, xni+1

) + d(xni+1
, xni

) < ri+1 + (ri − ri+1) = ri,

so x ∈ Vi. Condition (2) ensures that if xj ∈ Vi+1, then j ≥ ni+1. Indeed, if xj ∈ Vi+1, then
d(xj, xni+1

) ≤ ri+1 < d(xk, xni+1
) for all 1 ≤ k ≤ ni, so j ≥ ni+1 because j ̸∈ {1, . . . , ni}.

Note that ri+1 <
1
2
ri by Condition (1). By induction, we have that ri < (1

2
)ir0 = (1

2
)i for

all i ≥ 1. Since Vi is closed and bounded in Rk, Vi is compact by the Heine–Borel Theorem.
Observe that Vi+1 ⊂ Vi since Vi+1 ⊂ Vi. By Corollary 2.49.1,

⋂∞
i=1 Vi is non-empty. Choose

x ∈
⋂∞

i=1 Vi. For any r > 0, there exists i0 ∈ N such that (1
2
)i0 < r. Since x ∈ Vi0 , we have

that d(xni0
, x) ≤ ri0 < (1

2
)i0 < r, so xni0

∈ Nr(x). Therefore, x is a limit point of E, so

x ∈ E since E is closed. Hence, x = xn for some n ∈ N. But xn = x ∈ Vn+1, so n ≥ n + 1,
which is a contradiction.

Hence, we deduce (again) that R is uncountable because R is a non-empty perfect set.

Example 2.60 (The Cantor Set). Let C0 = [0, 1] and

Cn = Cn−1 \
3n−1⋃
j=1

(
3j − 2

3n
,
3j − 1

3n

)
.
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for all n ≥ 1. For example, C1 = [0, 1
3
] ∪ [2

3
, 1] and C2 = [0, 1

9
] ∪ [2

9
, 1
3
] ∪ [2

3
, 7
9
] ∪ [8

9
, 1].

Essentially, each Cn is a union of (one or more) closed intervals, and we form the next set
Cn+1 by removing the middle third of each closed interval. The Cantor set is the set

C :=
∞⋂
n=0

Cn,

which we can think of as the “limit” of the decreasing sequence {C0, C1, C2, . . . }. This set C
has many strange properties, making it a great source for constructing counterexamples in
analysis. We will show that C is compact, perfect, and uncountable, all while having empty
interior.

Clearly, C is bounded in R because C is a subset of C0 = [0, 1], which is bounded. We
now prove that Cn is closed for all n ≥ 0 by induction. First, C0 = [0, 1] is closed. Suppose
that Cn−1 is closed for some particular n ≥ 1. To show that Cn is closed, we use the following
lemma.

Lemma. Let X be a metric space. Let E ⊂ X be closed and F ⊂ X be open. Then
E \ F is closed in X.

Proof. Let x ∈ X be a limit point of E \ F . By Proposition 2.27, (E \ F )′ ⊂ E ′ because
E \ F ⊂ E. Hence, x ∈ E ′ ⊂ E since E is closed. Suppose, by way of contradiction, that
x ∈ F . Since F is open, there exists r > 0 such that Nr(x) ⊂ F . Since x is a limit point of
E \ F , there exists y ∈ E \ F such that 0 < d(x, y) < r. But then y ∈ Nr(x) ⊂ F , so y ∈ F ,
contradicting that y ∈ E \ F . Therefore, x ̸∈ F , so x ∈ E \ F . □

By Proposition 2.26,
⋃3n−1

j=1 (3j−2
3n

, 3j−1
3n

) is open since (3j−2
3n

, 3j−1
3n

) is open for each j. Our

inductive hypothesis says that Cn−1 is closed. Hence, Cn = Cn−1 \
⋃3n−1

j=1 (3j−2
3n

, 3j−1
3n

) is closed
by the lemma. This completes the inductive step. By Proposition 2.26, C is closed since
each Cn is closed. Therefore, C is compact by the Heine–Borel Theorem.

Fix x ∈ C. We want to show that x ∈ C ′, so fix r > 0. By the Archimedean Property,
there exists n ∈ N such that 1

3n
< r. Let k = ⌊3nx⌋. Then 3nx− 1 < k ≤ 3n, which implies

that k
3n

≤ x < k+1
3n

. Since |x − k
3n
| = x − k

3n
< k+1

3n
− k

3n
= 1

3n
< r, we just need to show

that k
3n

∈ C. Suppose k
3n

̸∈ C. Then there is a minimal m ≥ 0 such that k
3n

̸∈ Cm. Clearly,
k
3n

∈ [0, 1] since 3nx ≥ 0 and x ≤ 1, so m ≥ 1. Hence, there exists 0 ≤ j ≤ 3m−1 such

that k
3n

∈ (3j−2
3m

, 3j−1
3m

) for some 0 ≤ j ≤ 3m−1. By way of contradiction, suppose m ≤ n.

Then k
3n
< 3j−1

3m
implies that k < 3n−m(3j − 1). Hence, k + 1 ≤ 3n−m(3j − 1) since k and

3n−m(3j − 1) are integers. It follows that

3j − 2

3m
<

k

3n
≤ x <

k + 1

3n
≤ 3j − 1

3m
,

so x ̸∈ Cm, which is a contradiction. Therefore, m > n. The inequality 3j−2
3m

< k
3n
< 3j−1

3m

implies that 3j − 2 < 3m−nk < 3j − 1. Note that 3m−nk is an integer because m > n.
But no integer can be strictly between two consecutive integers, so we have a contradiction.
Therefore, k

3n
∈ C, so x ∈ C ′. We proved previously that C is closed, and we just proved

that every point of C is a limit point of C, so C is perfect.
Note that 0 ∈ C since 0 < 1

3n
for all n ≥ 1. Hence, C is non-empty, so C is uncountable

by Theorem 2.59.
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Finally, we prove that C has empty interior. Suppose C has an interior point x. Then
there exists δ > 0 such that (x − δ, x + δ) ⊂ C. Let n ∈ N such that 1

3n
< δ

4
, and let

k = ⌊3nx⌋. Then k−1
3n

< x ≤ k
3n
. It follows that

x− δ ≤ k

3n
− δ <

k − 4

3n
<
k − 1

3n
< x.

Hence, the intervals (k−4
3n
, k−3

3n
), (k−3

3n
, k−2

3n
), and (k−2

3n
, k−1

3n
) are all in (x − δ, x), which is

contained in (0, 1). It follows that

1 ≤ k − 4 < k − 3 < k − 2 ≤ 3n − 2. (3)

Since k − 4, k − 3, and k − 2 are three consecutive integers, one of them must be of the
form 3j − 2 where j ∈ Z. Moreover, 1 ≤ j ≤ 3n−1 because of the inequality (3). Hence,
(3j−2

3n
, 3j−1

3n
) ⊂ C ⊂ Cn, which is a contradiction, so x is not an interior point of C.

Exercise 2.61. Determine whether each of the following sets is compact:
(a) The closed interval [a, b] where a ≤ b
(b) The open interval (a, b) where a < b
(c) {(x, 1

x
) ∈ R2 | 1 ≤ x ≤ 2}

(d) {z ∈ C : |z| ≤ 1}
(e) {x2 | x ∈ C} where C is the Cantor set

Exercise 2.62 (Self-Similarity of the Cantor Set). For any set S ⊂ R and constants a, b ∈ R,
denote

aS + b := {ax+ b | x ∈ S}.

Prove that the sets Cn in the construction of the Cantor set satisfy the “recurrence relation”

Cn =

{
[0, 1] if n = 0
1
3
Cn−1 ∪

(
1
3
Cn−1 +

2
3

)
if n ≥ 1.

Hence, prove that C = 1
3
C ∪ (1

3
C + 2

3
).

2.5 Connectedness

Definition 2.63. Two sets A ⊂ X and B ⊂ X are separated (relative to X) if A∩B = ∅ =
A ∩B.

Definition 2.64. E ⊂ X is connected (relative to X) if E is not the union of two non-empty
separated subsets of X.

Theorem 2.65. Let Y ⊂ X and A,B ⊂ Y . Then A and B are separated relative to Y if
and only if A and B are separated relative to X.

Proof. For any set S ⊂ Y , let S
Y
denote the closure of S relative to Y , and let S

X
denote

the closure of S relative to X. Note that S
Y
= S

X ∩ Y .
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Suppose A and B are separated relative to Y . Then A
X ∩B ⊂ Y since B ⊂ Y . Hence,

A
X ∩B = A

X ∩B ∩ Y = A
Y ∩B = ∅.

By a similar argument, A ∩BX
= ∅, so A and B are separated relative to X.

Conversely, suppose A and B are separated relative to X. Then

A
Y ∩B = A

X ∩B ∩ Y = ∅ = A ∩BX ∩ Y = A ∩BY
,

so A and B are separated relative to Y .

Corollary 2.65.1. Let E ⊂ Y ⊂ X. Then E is connected relative to X if and only if E is
connected relative to Y .

Proof. If E is not connected relative to X, then E = A∪B where A,B ⊂ X are non-empty
and separated relative to X. But notice that A,B ⊂ Y since A∪B = E ⊂ Y . Hence, A and
B are separated relative to Y by Theorem 2.65, so E is not connected relative to Y . The
proof of the reverse implication is similar.

Therefore, separatedness and connectedness are in fact intrinsic properties of a metric
space, just like compactness (cf. Theorem 2.43).

Lemma 2.66. If S ⊂ R is non-empty and bounded above, then sup(S) ∈ S. Similarly, if
S ⊂ R is non-empty and bounded below, then inf(S) ∈ S.

Proof. If sup(S) ∈ S, then sup(S) ⊂ S since S ⊂ S. Now suppose sup(S) ̸∈ S. Fix
ϵ > 0. By definition of supremum, there exists x ∈ S such that sup(S) − ϵ < x ≤ sup(S).
But sup(S) ̸∈ S, so x < sup(S). It follows that 0 < sup(S) − x = | sup(S) − x| < ϵ, so
sup(S) ∈ S ′ ⊂ S. The proof that inf(S) ∈ S when inf(S) exists is essentially the same with
some signs and inequalities flipped.

Theorem 2.67. Let E ⊂ R. Then E is connected if and only if (x, y) ⊂ E for all x, y ∈ E
such that x < y.

Proof. Suppose there exists x, y ∈ E such that x < y and (x, y) ̸⊂ E. Then there exists
z ∈ (x, y) such that z ̸∈ E. Let A = {w ∈ E | w < z} and B = {w ∈ E | w > z}.
Then A and B are non-empty because x ∈ A and y ∈ B, and E = A ∪ B. Also, since
A ⊂ (−∞, z) and B ⊂ (z,∞), we have that A∩B ⊂ (−∞, z)∩ (z,∞) = ∅. For any w ∈ A,
let r = z−w

2
> 0. If v ∈ Nr(w), then v − w ≤ |v − w| < r, so v < r + w = z+w

2
< z.

Hence, Nr(w) ∩ B = ∅, so w is not a limit point of B. Therefore, A ∩ B = ∅, and by a
similar argument, A∩B = ∅. Thus, we have shown that A and B are separated, so E is not
connected.

Conversely, suppose E is not connected, so that E = C ∪D where C,D are non-empty
and C ∩ D = ∅ = C ∩ D. Pick an element x ∈ C and an element y ∈ D. Clearly, x ∈ E
and y ∈ E since C ⊂ E and D ⊂ E. Without loss of generality, suppose that x < y. Let
S = [x, y] ∩ C. Then S is non-empty (since x ∈ S) and bounded above by y, so sup(S)
exists. Note that S ⊂ C and S ⊂ [x, y] = [x, y]. Since sup(S) ∈ S by Lemma 2.66, we have
that x ≤ sup(S) ≤ y. If sup(S) = y ∈ D, then sup(S) ∈ C ∩D, contradicting that C ∩D is
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empty. Hence, sup(S) < y. We now consider two cases: either sup(S) ∈ C or sup(S) ̸∈ C.
Suppose sup(S) ∈ C. Then sup(S) ̸∈ D, so since D

c
is open, there exists 0 < r < y− sup(S)

such that Nr(sup(S)) ⊂ D
c ⊂ Dc. Pick z = sup(S) + r

2
, and note that z ∈ (x, y). Then

z ̸∈ C because z > sup(S), and z ∈ Dc because z ∈ Nr(sup(S)). Therefore, z ̸∈ E. Now
suppose sup(S) ̸∈ C. Then sup(S) ̸= x, so sup(S) ∈ (x, y). We know that sup(S) ̸∈ D
because C ∩D is empty and sup(S) ∈ C. Therefore, sup(S) ̸∈ C ∪D = E. In both cases,
we have shown that (x, y) ∩ Ec is non-empty, so (x, y) ̸⊂ E.

Exercise 2.68. Prove that X is connected if and only if the only subsets of X that are both
open and closed relative to X are the empty set and X itself.

Exercise 2.69. Prove that the only connected subsets of the Cantor set C from Example
2.60 are the empty set and the singleton sets {x} where x ∈ C. Thus, we say that C is
totally disconnected.

Exercise 2.70. Prove that every connected metric space X with at least two points is
uncountable. (Hint: choose distinct points x, y ∈ X, and let D = d(x, y) > 0. Then show
that for all c ∈ (0, D), there exists z ∈ X such that d(x, z) = c.)

Exercise 2.71. Show that if X is a connected metric space with at least two points, then X
has no isolated points. Show that the converse is not true (there is a simple counterexample).
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3 Sequences and Series

Having familiarized ourselves with distances in metric spaces, we are now ready to define
limits in metric spaces. We will briefly study sequences and the notion of convergence in
general metric spaces, but the main focus of this chapter is on sequences in R and C. We
will also study infinite series in R and C.

Throughout this chapter, X is a metric space with metric d.

3.1 Sequences and Subsequences

Definition 3.1. A sequence in X is a function a : N → X. We let an := a(n) for each
n ∈ N, and we denote the sequence by {an}n. A subsequence of {an}n is a sequence {bk}k
with a strictly-increasing function ϕ : N → N such that bk = aϕ(k) for all k ∈ N. We define
nk := ϕ(k) and write {bk}k as {ank

}k.

The subscript outside the brackets {} indicates the symbol that the sequence is indexed
on. Usually, the sequence’s indexing is clear, so we often omit this subscript.

Definition 3.2. Let {an} be a sequence in X.
(a) {an} is convergent if there exists L ∈ X such that for all ϵ > 0, there exists N ∈ N

such that d(an, L) < ϵ for all n ≥ N . In this case, we say that {an} converges to L and that
L is a limit of {an}. On the other hand, if {an} is not convergent, then {an} is divergent.

(b) {an} is Cauchy if for all ϵ > 0, there exists N ∈ N such that d(an, am) < ϵ for all
n,m ≥ N .

(c) {an} is bounded if the set {an | n ∈ N} is a bounded subset of X.

The following proposition says that if a sequence has a limit, then this limit is unique.
As a result, we can use the familiar notation “limn→∞ an = L” to say that L is the limit of
a sequence {an}.

Proposition 3.3. Let {an} be a sequence in X. If {an} converges to L1 and L2, then
L1 = L2.

Proof. Fix ϵ > 0. Then there exist N1, N2 ∈ N such that d(an, L1) < ϵ for all n ≥ N1 and
d(an, L2) < ϵ for all n ≥ N2. Let N = max{N1, N2}. Then

d(L1, L2) ≤ d(L1, aN) + d(aN , L2) < ϵ+ ϵ = 2ϵ.

Hence, d(L1, L2) < 2ϵ for all ϵ > 0, so it must be the case that d(L1, L2) = 0. Therefore,
L1 = L2.

Proposition 3.4. Let {an} be a sequence in X. Then limn→∞ an = L if and only if
limn→∞ dX(an, L) = 0.

Proof. Both of the statements “limn→∞ an = L” and “limn→∞ dX(an, L) = 0” are equivalent
to the statement “for all ϵ > 0, there exists N ∈ N such that dX(an, L) = |dX(an, L)− 0| < ϵ
for all n ≥ N .”

Proposition 3.5. Every convergent sequence is Cauchy.
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Proof. Let {an} be a convergent sequence in X, and let L = limn→∞ an. Fix ϵ > 0. Then
there exists N ∈ N such that d(an, L) < ϵ for all n ≥ N . Therefore, if n,m ≥ N , then

d(an, am) ≤ d(an, L) + d(L, an) < ϵ+ ϵ = 2ϵ,

so {an} is Cauchy.

Remark. The factor of 2 appearing in the final inequality of the previous proof does not
affect the conclusion that {an} is Cauchy. Since 2 is independent of ϵ, we can just replace
each instance of “ϵ” with “ ϵ

2
” if we want the right-hand side of the final inequality to be

“ϵ”. Thus, there is no need to force the final inequality to be of the form “d(an, am) < ϵ”;
it suffices to obtain an inequality of the form “d(an, am) < Cϵ” where C > 0 is a constant
independent of ϵ. A similar remark applies if we want to prove that a sequence converges to
a limit L.

Proposition 3.6. Every Cauchy sequence is bounded.

Proof. Let {an} be Cauchy. Then there exists N ∈ N such that d(an, am) < 1 for all
n,m ≥ N . Let M = 1 + max1≤j≤N d(aj, aN). If 1 ≤ j ≤ N , then d(aj, aN) < M , and
if j > N , then d(aj, aN) < 1 ≤ M . Therefore, d(aj, aN) < M for all j ∈ N, so the set
{an | n ∈ N} is bounded.

Proposition 3.7. Let {an}, {bn}, and {cn} be sequences in R such that an ≤ bn ≤ cn for all
n large enough. Suppose {an} and {cn} both converge to L ∈ R. Then {bn} also converges
to L.

Proof. Let N1 ∈ N be such that an ≤ bn ≤ cn for all n ≥ N1. Fix ϵ > 0. Then there exist
N2, N3 ∈ N such that |an − L| < ϵ for all n ≥ N2 and |cn − L| < ϵ for all n ≥ N3. Let
N = max{N1, N2, N3} and suppose n ≥ N . Then 0 ≤ bn − an ≤ cn − an since n ≥ N1.
Hence,

cn − an = |cn − an| ≤ |cn − L|+ |L− an| = 2ϵ,

so

|bn − L| ≤ |bn − an|+ |an − L| = (bn − an) + |an − L| ≤ (cn − an) + |an − L| < 3ϵ.

Therefore, {bn} converges to L.

Proposition 3.8. For any x ∈ X, we have limn→∞ x = x.

Proof. Let xn = x for all n ≥ 1. For any ϵ > 0, we have d(xn, x) = 0 < ϵ for all n ≥ 1.
Hence, {xn} converges to x.

Proposition 3.9. Let {an} and {bn} be convergent sequences of complex numbers. Let
L1 = limn→∞ an and L2 = limn→∞ bn. Then:

(a) limn→∞(an + bn) = L1 + L2.
(b) limn→∞ anbn = L1L2.
(c) limn→∞

an
bn

= L1

L2
if L2 ̸= 0 and bn ̸= 0 for all n ∈ N.

(d) limn→∞(an − bn) = L1 − L2.
(e) limn→∞ |an| = |L1|.
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Proof. Fix ϵ > 0. Choose N1, N2 ∈ N such that |an−L1| < ϵ for all n ≥ N1 and |bn−L2| < ϵ
for all n ≥ N2.

(a) Let N = max{N1, N2}. Then for all n ≥ N ,

|(an + bn)− (L1 + L2)| ≤ |an − L1|+ |bn − L2| < ϵ+ ϵ = 2ϵ.

(b) Every convergent sequence is Cauchy and hence bounded, so let M ≥ 0 be such that
|bn| ≤M for all n ∈ N. Let N = max{N1, N2}. Then

|anbn − L1L2| = |anbn − bnL1 + bnL1 − L1L2|
≤ |anbn − bnL1|+ |bnL1 − L1L2|
= |bn|(|an − L1|) + |L1|(|bn − L2|)
≤Mϵ+ |L1|ϵ
< (1 +M + |L1|)ϵ.

Hence, {anbn} converges to L1L2 because 1 +M + |L1| is independent of ϵ.
(c) Choose N3 ∈ N such that |bn − L2| < 1

2
|L2| for all n ≥ N3. Then

|bn| = |L2 − (L2 − bn)| ≥ |L2| − |L2 − bn| >
1

2
|L2|

for all n ≥ N3. Let N = max{N2, N3}. If n ≥ N , then∣∣∣∣ 1bn − 1

L2

∣∣∣∣ = ∣∣∣∣L2 − bn
bnL2

∣∣∣∣ = |L2 − bn|
(|bn|)|L2|

<
ϵ

(1
2
|L2|)|L2|

,

so limn→∞
1
bn

= 1
L2
. Now by using part (b), we see that

lim
n→∞

an
bn

= lim
n→∞

an

(
1

bn

)
= L1

(
1

L2

)
=
L1

L2

.

(d) Let xn = x for all n ≥ 1. Then d(xn, x) = 0 < ϵ for all n ≥ 1. Hence, {xn} converges
to x.

(e) By part (b), limn→∞ −bn = limn→∞(−1)bn = (−1)L2 = −L2. Hence,

lim
n→∞

(an − bn) = lim
n→∞

(an + (−bn)) = L1 − L2

by part (a).
(f) By the Reverse Triangle Inequality (Proposition 2.14),

||an| − |L1|| = ||an − 0| − ||L1 − 0|| ≤ |an − L| < ϵ

for all n ≥ N1.

Proof. Suppose limn→∞ |an| = 0. Fix ϵ > 0. Then there exists N ∈ N such that ||an|−0| < ϵ
for all n ≥ N . But ||an| − 0| = |an| = |an − 0|. Therefore, |an − 0| < ϵ for all n ≥ N , so
limn→∞ an = 0.
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Proposition 3.10.
(a) If −1 < c < 1, then limn→∞ cn = 0.

(b) For all k ∈ N and c > 1, limn→∞
nk

cn
= 0.

(c) For all a > 0, limn→∞ a1/n = 1.
(d) limn→∞ n1/n = 1.

Proof. (a) Fix ϵ > 0. If c = 0, then the result is immediate. Now suppose c ̸= 0. By
the Archimedean Property, there exists M ∈ N such that 1

M
< ϵ. Let r = 1

|c| > 1 and
k = r − 1 > 0. Then

rn = (1 + k)n =
n∑

j=0

(
n

j

)
kj ≥ 1 +

(
n

1

)
k = 1 + nk

for all n ∈ N. By the Archimedean Property, there exists N ∈ N such that Nk > M − 1.
For all n ≥ N , we have that

rn ≥ 1 + nk > M,

so

|cn − 0| = |c|n =
1

rn
<

1

M
< ϵ.

Therefore, limn→∞ cn = 0.
(b) Let k ∈ N and c > 1. Then c1/k > 1. By the Archimedean Property, there exists

N ∈ N such that 1
N
< c1/k − 1, or equivalently, N+1

N
< c1/k. Let r = 1

c
(N+1

N
)k, and note that

0 < r < 1. Also, if j ≥ N , then j+1
j

= 1 + 1
j
≤ 1 + 1

N
= N+1

N
, so 1

c
( j+1

j
)k ≤ r. Hence, for all

n ≥ N , we have that

0 ≤ nk

cn
=
Nk

cN

n−1∏
j=N

( j+1
j
)k

c
≤ Nk

cN

n−1∏
j=N

r =
Nk

cN
rn−N =

Nk

cNrN
rn.

Since 0 < r < 1, part (a) says that limn→∞ rn = 0. Hence, limn→∞
Nk

cNrN
rn = 0 because Nk

cNrN

is a constant. By Proposition 3.7, limn→∞
nk

cn
= 0.

(c) If a = 1, the result is immediate. Suppose that a > 1. Let bn = a1/n − 1 > 0. Then
for all n ∈ N,

a = (bn + 1)n =
n∑

k=1

(
n

k

)
bkn ≥ 1 +

(
n

1

)
bn = 1 + nbn,

so 0 < bn ≤ a−1
n
. The Archimedean Property implies that limn→∞

a−1
n

= 0. Hence,
limn→∞ bn = 0 by Proposition 3.7, so limn→∞ a1/n = limn→∞(bn + 1) = 0 + 1 = 1. Fi-
nally, suppose that 0 < a < 1. Then 1

a
> 1, so

lim
n→∞

a1/n = lim
n→∞

1

( 1
a
)1/n

=
1

limn→∞( 1
a
)1/n

=
1

1
= 1.

(d) For each n ∈ N, let cn = n1/n − 1 > 0. Then

n = (cn + 1)n =
n∑

k=0

(
n

k

)
ckn ≥ 1 +

(
n

2

)
c2n = 1 +

n(n− 1)

2
c2n.
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If n ≥ 2, then

c2n ≤ (n− 1)

(
2

n(n− 1)

)
=

2

n
,

so 0 < cn ≤
√

2
n
. Fix ϵ > 0 and chooseN ∈ N such thatN > 2

ϵ2
. Then for all n ≥ max{N, 2},

we have that

|cn − 0| = cn ≤
√

2

n
≤
√

2

N
<

√
ϵ2 = ϵ.

Hence, limn→∞ cn = 0, so limn→∞ n1/n = limn→∞(cn + 1) = 0 + 1 = 1.

Definition 3.11. Let {an} be a sequence in X. We say that L ∈ X is a subsequential limit
of {an} if there exists a subsequence {ank

} that converges to L.

Theorem 3.12. Let {an} be a sequence in X, and let E = {an | n ∈ N} ⊂ X. Then L is a
subsequential limit of {an} if and only if L occurs infinitely often in {an} or L ∈ E ′.

Proof. Let L ∈ X be a subsequential limit of {an}. Suppose L does not occur infinitely
often in {an}. Let {ank

} be a subsequence that converges to L. Fix ϵ > 0. Then there exists
N ∈ N such that d(ank

, L) < ϵ for all k ≥ N . Since L does not occur infinitely often in {an},
there must exist ℓ ≥ N such that anℓ

̸= L. It follows that 0 < d(anℓ
, L) < ϵ, so L ∈ E ′.

Conversely, suppose that L occurs infinitely often in {an} or that L ∈ E ′. If L occurs
infinitely often in {an}, then {L,L, L, . . . } is a subsequence that converges to L. Now suppose
L ∈ E ′. Pick an1 such that 0 < d(an1 , L) < 1. Suppose inductively that we have picked ank

for some k ∈ N. Then N1/(k+1)(L) ∩ E is infinite by Corollary 2.30.1, so we can pick ank+1

such that nk+1 > nk and 0 < d(ank+1
, L) < 1

k+1
. By induction, {ank

} is a subsequence such

that 0 < d(ank
, L) < 1

k
for all k ∈ N. Fix ϵ > 0. By the Archimedean Property, there exists

N ∈ N such that 1
N
< ϵ. Then for all k ≥ N , we have that d(ank

, L) < 1
k
≤ 1

nN
≤ 1

N
< ϵ.

Therefore, {ank
} converges to L.

Corollary 3.12.1. There exists a real sequence whose set of subsequential limits is R.

Proof. Recall that Q is countable, so Q has an enumeration {a1, a2, a3, . . . }, which is a real
sequence. Since Q′ = R by Theorem 1.25, the result follows from Theorem 3.12.

Definition 3.13. We say that X is complete if every Cauchy sequence in X is convergent.

Lemma 3.14. Any Cauchy sequence with a convergent subsequence is itself convergent.

Proof. Let {an} be a Cauchy sequence in a metric space X, and suppose {an} has a con-
vergent subsequence {ank

}. Let L = limk→∞ ank
, and fix ϵ > 0. Then there exists N1 ∈ N

such that d(ank
, L) < ϵ for all k ≥ N1. Since {an} is Cauchy, there exists N2 ∈ N such that

d(an, am) < ϵ for all n,m ≥ N2. Let N = max{N1, N2}. Then for all n ≥ N ,

d(an, L) ≤ d(an, anN
) + d(anN

, L) < ϵ+ ϵ = 2ϵ,

so {an} converges to L.
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Theorem 3.15 (Bolzano–Weierstrass).
(a) Every sequence in a compact set K has a convergent subsequence.
(b) For each k ∈ N, every bounded sequence in Rk has a convergent subsequence.

Proof. (a) If {xn} has infinitely many occurrences of the same value x∗, then {x∗, x∗, x∗, . . . }
is a subsequence which converges to x∗. Now suppose no value of {xn} occurs infinitely
often. Then the set E = {xn | n ∈ N} is an infinite subset of the compact set K, so E has
a limit point x ∈ K by Theorem 2.48. By Theorem 3.12, x is a subsequential limit of {xn},
proving that {xn} has a convergent subsequence.

(b) Every bounded sequence in Rk is contained in a k-cell by Proposition 2.55, which is
compact by Theorem 2.57. The result now follows from part (a).

Corollary 3.15.1.
(a) Every compact metric space is complete.
(b) For all k ∈ N, Rk is complete.

Proof. We can prove both parts of this corollary simultaneously. Any Cauchy sequence in a
compact metric space has a convergent subsequence by the Bolzano–Weierstrass Theorem.
In Rk, every Cauchy sequence is bounded and hence has a convergent subsequence by the
Bolzano–Weierstrass Theorem. Lemma 3.14 now implies the desired results.

Exercise 3.16. For any sequence {an} in X, prove that the set of subsequential limits of
{an} is a closed subset of X.

Exercise 3.17. Let {an} be a sequence in X. Prove that {an} is convergent if and only if
every subsequence of {an} is convergent.

Exercise 3.18.
(a) Let {an} be a sequence in a compact metric space K. Prove that {an} is convergent

if every convergent subsequence of {an} has the same limit.
(b) Find a non-compact set K and a sequence {an} in K that has a convergent subse-

quence, has the property that all convergent subsequences converge to the same limit, but
is not convergent itself.

Exercise 3.19. Give an example of a complete metric space X and a bounded sequence in
X that has no convergent subsequence.

3.2 Limit Superior and Limit Inferior

Even if a sequence is divergent, we may want to know how the sequence is bounded as n→ ∞.
This section introduces the limit superior (“lim sup”) and the limit inferior (“lim inf”), which
are like the limits of the supremum and the infimum of the tail end of the sequence. For
example, the sequence {(−1)n(1 + 1

n
)}n certainly diverges, but lim supn→∞(−1)n(1 + 1

n
) = 1

and lim infn→∞(−1)n(1 + 1
n
) = −1.

Definition 3.20. A sequence {xn} in R is monotonically increasing if xi ≤ xj for all i ≤ j.
Similarly, {xn} is monotonically decreasing if xi ≥ xj for all i ≤ j.
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Theorem 3.21 (Monotone Convergence Theorem). Let {xn} be a sequence in R that is
monotonically increasing and bounded above. Then {xn} converges to supn∈N xn. Similarly,
if {yn} is a sequence in R that is monotonically decreasing and bounded below, then {yn}
converges to infn∈N yn.

Proof. Let s = supn∈N xn and fix ϵ > 0. Then there exists N ∈ N such that s− ϵ < xN ≤ s.
Since {xn} is monotonically increasing, we have that s − ϵ < xN ≤ xn ≤ s for all n ≥ N .
Hence, 0 ≤ s − xn = |s − xn| < ϵ for all n ≥ N , so limn→∞ xn = s. A similar argument
applies for a monotonically-decreasing sequence {yn} which is bounded below.

Definition 3.22. Let S ⊂ R be non-empty. We say that sup(S) = ∞ if S is not bounded
above, and we say that inf(S) = −∞ if S is not bounded below.

Definition 3.23. Let {an} be a sequence in R. Then

lim sup
n→∞

an := inf
n∈N

(sup
m≥n

am)

and
lim inf
n→∞

an := sup
n∈N

( inf
m≥n

am).

Definition 3.24. Let {an} be a sequence in R.
(a) limn→∞ an = ∞ if for all x ∈ R, there exists N ∈ N such that an ≥ x for all n ≥ N .
(b) limn→∞ an = −∞ if for all x ∈ R, there exists N ∈ N such that an ≤ x for all n ≥ N .

Proposition 3.25. Let {an} be a real sequence.
(a) lim supn→∞ an = ∞ if and only if {an} is not bounded above.
(b) lim supn→∞ an = −∞ if and only if limn→∞ an = −∞.

Similar statements apply for lim inf.

Proof. (a) Suppose lim supn→∞ an = ∞. Then supm≥n am = ∞ for all n ∈ N. In particular,
supm≥1 am = ∞, so {an} is not bounded above. Conversely, suppose {an} is not bounded
above. By way of contradiction, suppose that lim supn→∞ an <∞. Then there exists x ∈ R
such that lim supn→∞ an = infn∈N(supm≥n am) < x. By definition of infimum, there exists
N ∈ N such that supm≥N am < x. Let M = max{a1, . . . , aN , x}, and note that an ≤ M for
all n ∈ N. Therefore, {an} is bounded above, contradicting our initial assumption. Hence,
lim supn→∞ an = ∞.

(b) Suppose lim supn→∞ an = −∞. Fix x ∈ R. Then there exists N ∈ N such that
supm≥N am < x. It follows that an ≤ x for all n ≥ N . Hence, limn→∞ an = −∞. Conversely,
suppose limn→∞ an = −∞. For all x ∈ R, there exists M ∈ N such that am ≤ x for all
m ≥ M . Hence, lim supn→∞ an = infn∈N(supm≥n am) ≤ x for all x ∈ R, so it must be the
case that lim supn→∞ an = −∞.

Proposition 3.26. Let {an} be a real sequence. Then lim supn→∞ an = limn→∞(supm≥n am)
and lim infn→∞ an = limn→∞(infm≥n am).
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Proof. Suppose lim supn→∞ an is finite. For each n ∈ N, let bn = supm≥n am, so that
lim supn→∞ an = infn∈N bn. Note that {am | m ≥ n+ 1} ⊂ {am | m ≥ n} for each n ∈ N, so
any upper bound of the latter set must also be an upper bound of the former set. Hence,
bn+1 ≤ bn for all n ∈ N. Since infn∈N bn is finite by assumption, {bn} is a monotonically-
decreasing sequence that is bounded below, so the Monotone Convergence Theorem says
that

lim
n→∞

(sup
m≥n

am) = lim
n→∞

bn = inf
n∈N

bn = lim sup
n→∞

an.

Suppose lim supn→∞ an = ∞. Then {an} is unbounded, so for any x ∈ R, we have
that supm≥n am > x for all n ≥ 1. Hence, limn→∞(supm≥n am) = ∞. Finally, suppose
lim supn→∞ an = −∞. Then limn→∞ an = −∞, so for any x ∈ R, there exists N ∈ N
such that an ≤ x for all n ≥ N . Hence, supm≥n am ≤ x for all n ≥ N . Therefore,
limn→∞(supm≥n am) = −∞. We conclude that lim supn→∞ an = limn→∞(supm≥n am) in all
cases.

The proof that lim infn→∞ an = limn→∞(infm≥n am) is similar.

Proposition 3.27. For any real sequence {an}, we have that lim infn→∞ an ≤ lim supn→∞ an.

Proof. Suppose there is a real sequence {an} such that lim infn→∞ an > lim supn→∞ an. Pick
x ∈ R such that lim infn→∞ an > x > lim supn→∞ an. Then there exists N1, N2 ∈ N such
that infm≥N1 am > x > supm≥N2

am. Let N = max{N1, N2}. Then aN ≥ infm≥N1 am > x >
supm≥N2

am ≥ aN , which is a contradiction.

Theorem 3.28. A real sequence {an} is convergent if and only if

−∞ < lim inf
n→∞

an = lim sup
n→∞

an <∞,

in which case limn→∞ an = lim infn→∞ an.

Proof. Suppose −∞ < lim infn→∞ an = lim supn→∞ an <∞. Let L = lim infn→∞ an, and fix
ϵ > 0. Then there exist N1, N2 ∈ N such that L−ϵ < infm≥N1 am ≤ L and L ≤ supm≥N2

am <
L+ ϵ. Let N = max{N1, N2}. If n ≥ N , then

L− ϵ < inf
m≥N1

am ≤ an ≤ sup
m≥N2

am < L+ ϵ,

so |an − L| < ϵ. Hence, limn→∞ an = L = lim infn→∞ an.
Conversely, suppose {an} converges to some L ∈ R. Fix ϵ > 0, and choose N ∈ N such

that L− ϵ < an < L+ ϵ for all n ≥ N . Then

L− ϵ ≤ inf
m≥N

am ≤ sup
n∈N

( inf
m≥n

am) = lim inf
n→∞

an

and
lim sup
n→∞

an = inf
n∈N

(sup
m≥n

am) ≤ sup
m≥N

am ≤ L+ ϵ.

Since ϵ > 0 can be arbitrarily small, it follows that L ≤ lim infn→∞ an and lim supn→∞ an ≤
L. By Proposition 3.27, we have that

L ≤ lim inf
n→∞

an ≤ lim sup
n→∞

an ≤ L,

so −∞ < L = lim infn→∞ an = lim supn→∞ an <∞.
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Theorem 3.29. Let {an} be a positive sequence in R. Then

lim inf
n→∞

an+1

an
≤ lim inf

n→∞
n
√
an ≤ lim sup

n→∞
n
√
an ≤ lim sup

n→∞

an+1

an
.

Proof. First, note that each of these four limits must be nonnegative because {an} is a
positive sequence. Proposition 3.27 implies that lim infn→∞ n

√
an ≤ lim supn→∞

n
√
an. We

now prove that lim infn→∞
an+1

an
≤ lim infn→∞ n

√
an. If lim infn→∞

an+1

an
= 0, then we are

done since n
√
an ≥ 0 for all n ∈ N. Suppose lim infn→∞

an+1

an
> 0 (this includes the case

where lim infn→∞
an+1

an
= ∞). Let 0 < x < lim infn→∞

an+1

an
. Then there exists N ∈ N

such that infm≥N
am+1

am
> x. That is, am+1 > xam for all m ≥ N . By induction, it follows

that am > xm−NaN and hence m
√
am > x m

√
x−NaN for all m ≥ N + 1. Fix ϵ > 0. Part

(c) of Proposition 3.10 says that limm→∞
m
√
x−NaN = 1, so there exists M ∈ N such that

|1− m
√
x−NaN | < ϵ

x
for all m ≥M . Let K = max{M,N +1}. Then m

√
am > x(1− ϵ

x
) = x− ϵ

for all m ≥ K, so

lim inf
n→∞

n
√
an = sup

n∈N
( inf
m≥n

m
√
am) ≥ inf

m≥K

m
√
am ≥ x− ϵ.

Since ϵ can be arbitrarily small, we see that lim infn→∞ n
√
an ≥ x. But x is any arbitrary

number in the interval (0, lim infn→∞
an+1

an
), so lim infn→∞ n

√
an ≥ lim infn→∞

an+1

an
.

If lim supn→∞
an+1

an
is finite, a similar argument as the one in the previous paragraph

proves that lim supn→∞
n
√
an ≤ lim supn→∞

an+1

an
. If lim supn→∞

an+1

an
= ∞, then we trivially

have that lim supn→∞
n
√
an ≤ ∞ = lim supn→∞

an+1

an
.

We must note that the limit laws of Proposition 3.9 do not necessarily hold for lim sup and
lim inf. We leave the details to the reader in Exercise 3.33. However, under some additional
assumptions, we can obtain a “sum law” and a “product law” for lim sup and lim inf.

Proposition 3.30. Suppose {an} and {bn} are real sequences such that lim supn→∞ an is
finite and limn→∞ bn exists. Then

lim sup
n→∞

(an + bn) = lim sup
n→∞

an + lim sup
n→∞

bn.

If moreover limn→∞ bn > 0, then

lim sup
n→∞

anbn =

(
lim sup
n→∞

an

)(
lim sup
n→∞

bn

)
.

Proof. Let L1 = lim supn→∞ an = infm∈N supn≥m an and L2 = limn→∞ bn. Fix ϵ > 0. Then
there exists N1 ∈ N such that |bn−L2| < ϵ for all n ≥ N1. Fixm ∈ N. Since supn≥m an ≥ L1,
there exists n0 ≥ max{m,N1} such that an0 > L1 − ϵ. Then since bn0 > L2 − ϵ, we have
that an0 + bn0 > L1 + L2 − ϵ. Therefore, supn≥m(an + bn) > L1 + L2 − 2ϵ. Since m is
arbitrary, we have that infm∈N supn≥m(an + bn) ≥ L1 + L2 − 2ϵ. On the other hand, there
exists N2 ∈ N such that supn≥N2

an < L1 + ϵ. Let N = max{N1, N2}. Then for all n ≥ N ,
we have an + bn < (L1 + ϵ) + (L2 + ϵ) = L1 + L2 + 2ϵ, so supn≥N(an + bn) ≤ L1 + L2 + 2ϵ.
Therefore,

L1 + L2 − 2ϵ ≤ inf
m∈N

sup
n≥m

(an + bn) ≤ L1 + L2 + 2ϵ.
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Since ϵ > 0 is arbitrary, we have

lim sup
n→∞

(an + bn) = inf
m∈N

sup
n≥m

(an + bn) = L1 + L2.

Now suppose L2 > 0, and fix 0 < ϵ < L2. As before, there exists N1 ∈ N such that
|bn − L2| < ϵ for all n ≥ N1, and for any fixed m ∈ N, there exists n0 ≥ max{m,N1} such
that an0 > L1 − ϵ. Then an0bn0 > (L1 − ϵ)bn0 since bn0 > L2 − ϵ > 0. If L1 − ϵ ≥ 0, then
(L1 − ϵ)bn0 ≥ (L1 − ϵ)(L2 − ϵ). If L1 − ϵ < 0, then (L1 − ϵ)bn0 > (L1 − ϵ)(L2 + ϵ) since
bn0 < L2 + ϵ. Therefore,

sup
n≥m

anbn ≥ an0bn0 > min{(L1 − ϵ)(L2 − ϵ), (L1 − ϵ)(L2 + ϵ)}.

Since m is arbitrary,

inf
m∈N

sup
n≥m

anbn ≥ min{(L1 − ϵ)(L2 − ϵ), (L1 − ϵ)(L2 + ϵ)}

for any 0 < ϵ < L2. Both (L1 − ϵ)(L2 − ϵ) and (L1 − ϵ)(L2 + ϵ) get arbitrarily close to L1L2

when ϵ is arbitrarily small, so infm∈N supn≥m anbn ≥ L1L2. Since infm∈N supn≥m an = L1,
there exists N2 ∈ N with supn≥N2

an < L1 + ϵ. For N = max{N1, N2} and n ≥ N , we have
anbn < (L1 + ϵ)bn since bn > L2 − ϵ > 0. If L1 + ϵ ≥ 0, then (L1 + ϵ)bn ≤ (L1 + ϵ)(L2 + ϵ),
and if L1 + ϵ < 0, then (L1 + ϵ)bn < (L1 + ϵ)(L2 − ϵ). Therefore,

anbn < max{(L1 + ϵ)(L2 + ϵ), (L1 + ϵ)(L2 − ϵ)}

for all n ≥ N . Hence,

inf
m∈N

sup
n≥m

anbn ≤ sup
n≥N

anbn ≤ max{(L1 + ϵ)(L2 + ϵ), (L1 + ϵ)(L2 − ϵ)}.

If ϵ is arbitrarily small, both (L1 + ϵ)(L2 + ϵ) and (L1 + ϵ)(L2 − ϵ) get arbitrarily close to
L1L2, so infm∈N supn≥m anbn ≤ L1L2. Therefore,

lim sup
n→∞

anbn = inf
m∈N

sup
n≥m

anbn = L1L2.

Proposition 3.30 also holds if we replace lim sup with lim inf, and the proof is substantially
the same.

Exercise 3.31. Define a sequence {xn} by

x1 = 0,

xn =

√
1 + xn−1

2
for n ≥ 2.

Does limn→∞ xn exist? If so, find the limit.
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Exercise 3.32. Let {an} be a bounded sequence in R, and let S be the set of subsequential
limits of {an}. Prove that lim supn→∞ an = sup(S) and lim infn→∞ an = inf(S).

Exercise 3.33.
(a) Find real sequences {an}, {bn} such that

lim sup
n→∞

(an + bn) ̸= lim sup
n→∞

an + lim sup
n→∞

bn.

(b) Find real sequences {an}, {bn} such that

lim sup
n→∞

anbn ̸=
(
lim sup
n→∞

an

)(
lim sup
n→∞

bn

)
.

3.3 Introduction to Series Convergence

Definition 3.34. Let {an} be a sequence of complex numbers. For each N ∈ N, the N th

partial sum of {an} is sn :=
∑N

n=1 an. We say that
∑∞

n=1 an is convergent if limn→∞ sn exists.
If
∑∞

n=1 an is not convergent, then it is divergent.
If
∑∞

n=1 |an| is convergent, then
∑∞

n=1 an is said to be absolutely convergent. If
∑∞

n=1 an
is convergent but

∑∞
n=1 |an| is not, then

∑∞
n=1 an is conditionally convergent.

It follows that if
∑∞

n=1 an converges, then for all ϵ > 0, there exists N ∈ N such that∣∣∣∣∣
∞∑

n=m+1

an

∣∣∣∣∣ =
∣∣∣∣∣

∞∑
n=1

an −
m∑

n=1

an

∣∣∣∣∣ < ϵ

whenever m ≥ N .

Proposition 3.35 (Cauchy Criterion).
∑∞

n=1 an converges if and only if for all ϵ > 0, there
exists N ∈ N such that |

∑n
k=m ak| < ϵ whenever n ≥ m ≥ N .

Proof. C and R2 are identical as metric spaces, so C is complete by Corollary 3.15.1. Let
sn =

∑n
k=1 ak for all n ∈ N, and let s0 = 0. Then

∑∞
n=1 an converges if and only if the

sequence {sn} converges. Since C is complete, {sn} converges if and only if {sn} is Cauchy.
Finally, {sn} is Cauchy if and only if for all ϵ > 0, there exists N ∈ N such that

|sn − sm−1| =

∣∣∣∣∣
n∑

k=1

ak −
m−1∑
k=1

ak

∣∣∣∣∣ =
∣∣∣∣∣

n∑
k=m

ak

∣∣∣∣∣ < ϵ

for all n ≥ m ≥ N .

Proposition 3.36. Any absolutely convergent series is convergent.

Proof. Suppose
∑∞

n=1 |an| converges. Fix ϵ > 0. By the Cauchy Criterion, there exists
N ∈ N such that |

∑n
k=m |ak|| < ϵ for all n ≥ m ≥ N . Hence, |

∑n
k=m ak| ≤

∑n
k=m |ak| < ϵ

for all n ≥ m ≥ N , so
∑∞

n=1 an converges by the Cauchy Criterion.
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Proposition 3.37 (Triangle Inequality for Series). Let
∑∞

n=1 an be absolutely convergent.
Then |

∑∞
n=1 an| ≤

∑∞
n=1 |an|.

Proof. Let
∑∞

n=1 an = A and
∑∞

n=1 |an| = B. By way of contradiction, suppose |A| > B.

Since |A| −B > 0, there exists N ∈ N such that |A−
∑N

n=1 an| < |A| −B. Then

|A| −B = |A| −
∞∑
n=1

|an|

≤ |A| −
N∑

n=1

|an| since |an| ≥ 0 for all n

≤ |A| −

∣∣∣∣∣
N∑

n=1

an

∣∣∣∣∣ by the Triangle Inequality

≤

∣∣∣∣∣A−
N∑

n=1

an

∣∣∣∣∣ by the Triangle Inequality

< |A| −B,

which is a contradiction. Therefore, |A| ≤ B, which is the desired result.

3.4 Convergence Tests

Theorem 3.38 (Divergence Test). If
∑∞

n=1 an converges, then limn→∞ an = 0.

Proof. Suppose
∑∞

n=1 an converges. Fix ϵ > 0. Then by the Cauchy Criterion, there exists
N ∈ N such that

|an − 0| =

∣∣∣∣∣
n∑

k=n

ak

∣∣∣∣∣ < ϵ

for all n ≥ N . Hence, limn→∞ an = 0.

Proposition 3.39. Let z ∈ C. Then
∑∞

n=1 z
n converges if and only if |z| < 1, in which case

we have that
∑∞

n=1 z
n = z

1−z
.

Proof. Suppose |z| ≥ 1. Then |zn| = |z|n ≥ 1 for all n ∈ N, so {zn} does not converge to 0
as n → ∞. Hence,

∑∞
n=1 z

n diverges by the Divergence Test. Conversely, suppose |z| < 1.
We claim that

N∑
n=1

zn =
z − zN+1

1− z

for all N ∈ N. If N = 1, then
∑N

n=1 z
n = z = z(1−z)

1−z
= z−zN+1

1−z
, so the claim holds for N = 1.

Now let M ∈ N be arbitrary, and suppose the claim holds for N =M . Then

M+1∑
n=1

zn = zM+1 +
M∑
n=1

zn = zM+1 +
z − zM+1

1− z
=
zM+1 − zM+2

1− z
+
z − zM+1

1− z
=
z − zM+2

1− z
,
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so the claim holds for N = M + 1. Therefore, the claim holds for all N ∈ N by induction.
Using the limit laws from Proposition 3.9, we see that

∞∑
n=1

zn = lim
N→∞

N∑
n=1

zn = lim
N→∞

z − zN+1

1− z
=

z

1− z
lim

N→∞
(1− zN) =

z

1− z
(1− lim

N→∞
zN) =

z

1− z
,

where the last equality follows from part (a) of Proposition 3.10 because |z| < 1.

Remark. If you have never seen the formula 1 + z + z2 + · · · + zN = 1−zN+1

1−z
(where x ̸= 1),

here is a short derivation. Let S = 1 + z + z2 + · · ·+ zN . Then

zS = z + z2 + · · ·+ zN + zN+1

= (1 + z + z2 + · · ·+ zN) + zN+1 − 1

= S + zN+1 − 1.

Hence, (z − 1)S = zN+1 − 1, so S = zN+1−1
z−1

= 1−zN+1

1−z
.

Theorem 3.40 (Comparison Test). Let {an}, {bn} be real sequences such that 0 ≤ an ≤ bn
for all n large enough. If

∑∞
n=1 bn converges, then

∑∞
n=1 an converges.

Proof. Let N ∈ N be such that 0 ≤ an ≤ bn for all n ≥ N . Suppose
∑∞

n=1 bn converges. Let

B =
∑∞

n=1 bn, β =
∑N−1

n=1 bn, and α =
∑N−1

n=1 an. For all m ≥ N , let sm =
∑m

n=1 an, and note
that {sm}m≥N is a monotonically increasing sequence since sm+1 − sm = am+1 ≥ 0 for all
m ≥ N . Also,

sm =
m∑

n=1

an = α +
m∑

n=N

an ≤ α +
m∑

n=N

bn ≤ α +
∞∑

n=N

bn = α +B − β

for all m ≥ N , so {sm}m≥N is bounded above. By the Monotone Convergence Theorem
(Theorem 3.21), limm→∞ sm exists, so

∑∞
n=1 an converges.

Theorem 3.41 (Cauchy Condensation Test). Let {an} be a nonnegative decreasing sequence.
Then

∑∞
n=1 an converges if and only if

∑∞
n=1 2

na2n converges.

Proof. Suppose
∑∞

n=1 an converges to A. Then for all N ∈ N,

N∑
n=1

2na2n = 2
N∑

n=1

2n−1−1∑
m=0

a2n

≤ 2
N∑

n=1

2n−1−1∑
m=0

a2n−1+m since 2n−1 +m < 2n whenever 0 ≤ m ≤ 2n−1 − 1

= 2
2N−1∑
n=1

an

≤ 2A,
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so
∑∞

n=1 2
na2n converges by the Monotone Convergence Theorem. On the other hand, sup-

pose
∑∞

n=1 2
na2n converges to B. Then for all N ∈ N,

N∑
n=1

an ≤
2N−1∑
n=1

an since N ≤ 2N − 1

=
N∑

n=1

2n−1−1∑
m=0

a2n−1+m

≤
N∑

n=1

2n−1−1∑
m=0

a2n−1 since 2n−1 ≤ 2n−1 +m for all 0 ≤ m ≤ 2n−1 − 1

=
N∑

n=1

2n−1a2n−1

= a1 +
N−1∑
n=1

2na2n

≤ a1 +B,

so
∑∞

n=1 an converges by the Monotone Convergence Theorem.

Corollary 3.41.1. For all q ∈ Q,
∑∞

n=1
1
nq converges if and only if q > 1.

Proof. Let q ∈ Q. By the Cauchy Condensation Test,
∑∞

n=1
1
nq converges if and only if

∞∑
n=1

2n
(

1

(2n)q

)
=

∞∑
n=1

2n−nq =
∞∑
n=1

(21−q)n

converges, which happens if and only if |21−q| = 21−q < 1. Finally, 21−q < 1 if and only if
q > 1.

Theorem 3.42 (Alternating Series Test). Let {an} be a nonnegative and monotonically
decreasing sequence. Then ∣∣∣∣∣

n∑
k=m

(−1)kak

∣∣∣∣∣ ≤ am

whenever n ≥ m ≥ 1. Consequently, if limn→∞ an = 0, then
∑∞

n=1(−1)an converges and∣∣∣∣∣
∞∑

k=m

(−1)kak

∣∣∣∣∣ ≤ am

for all m ∈ N.

Proof. Suppose n ≥ m ≥ 1. If m is even and n is odd, then

n∑
k=m

(−1)kak = (am − am+1) + · · ·+ (an−1 − an) ≥ 0
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and
n∑

k=m

(−1)kak = am − (am+1 − am+2)− · · · − (an−2 − an−1)− an ≤ am.

If m is even and n is even, then

n∑
k=m

(−1)kak = (am − am+1) + · · ·+ (an−2 − an−1) + an ≥ 0

and
n∑

k=m

(−1)kak = am − (am+1 − am+2)− · · · − (an−1 − an) ≤ am.

Therefore, |
∑n

k=m(−1)kak| ≤ am if m is even. Now suppose m is odd. Let b1 = a1 and
bk+1 = ak for all k ≥ 1. Then {bk} is a nonnegative and monotonically decreasing sequence.
Now∣∣∣∣∣

n∑
k=m

(−1)kak

∣∣∣∣∣ =
∣∣∣∣∣

n∑
k=m

(−1)k+1ak

∣∣∣∣∣ =
∣∣∣∣∣

n∑
k=m

(−1)k+1bk+1

∣∣∣∣∣ =
∣∣∣∣∣

n+1∑
k=m+1

(−1)kbk

∣∣∣∣∣ ≤ bm+1 = am

since m + 1 is even. Thus, we have shown that |
∑n

k=m(−1)kak| ≤ am for all integers
n ≥ m ≥ 1.

Suppose limn→∞ an = 0. Fix ϵ > 0, and choose N ∈ N such that aN < ϵ. Then∣∣∣∣∣
n∑

k=m

(−1)kak

∣∣∣∣∣ ≤ am ≤ aN < ϵ

for all n ≥ m ≥ N , so
∑∞

n=1 an converges by the Cauchy Criterion. Now fix m ∈ N, and
define the sequence {cn} where cn =

∣∣∑n
k=m(−1)kak

∣∣ for all n ≥ m. Then∣∣∣∣∣
∞∑

k=m

(−1)kak

∣∣∣∣∣ = lim
n→∞

cn = lim sup
n→∞

cn ≤ am

because cn ≤ am for all n ≥ m.

Corollary 3.42.1.
∑∞

n=1(−1)n 1
n
is conditionally convergent.

Proof. Since { 1
n
} is a nonnegative decreasing sequence and limn→∞

1
n

= 0,
∑∞

n=1(−1)n 1
n

converges. On the other hand,
∑∞

n=1 |(−1)n 1
n
| =

∑∞
n=1

1
n
diverges by Corollary 3.41.1.

Lemma 3.43. Let {an} be a complex sequence, and suppose there exists M ≥ 0 such that∣∣∣∑N
n=1 an

∣∣∣ ≤M for all N ∈ N. Let {bn} be a monotonically decreasing nonnegative sequence.

Then
∣∣∣∑N

n=1 anbn

∣∣∣ ≤Mb1 for all N ∈ N.
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To motivate the proof, observe that

a1b1 + a2b2 = a1(b1 − b2) + (a1 + a2)b2

and
a1b1 + a2b2 + a3b3 = a1(b1 − b2) + (a1 + a2)(b2 − b3) + (a1 + a2 + a3)b3.

The proof generalizes the above pattern to the sum a1b1+ · · ·+aNbN , then uses the Triangle
Inequality to obtain the desired result.

Proof. Fix N ∈ N. Define sN = bN and sn = bn − bn+1 for all 1 ≤ n ≤ N − 1. Then
bn =

∑N
k=n sk for all 1 ≤ n ≤ N . Let S = {(n, k) ∈ N2 | 1 ≤ n ≤ k ≤ N}, and observe that

N∑
n=1

N∑
k=n

ansk =
∑

(n,k)∈S

ansk =
N∑
k=1

k∑
n=1

ansk.

Hence,

N∑
n=1

anbn =
N∑

n=1

an

N∑
k=n

sk =
N∑

n=1

N∑
k=n

ansk =
N∑
k=1

k∑
n=1

ansk =
N∑
k=1

sk

k∑
n=1

an.

Note that sn ≥ 0 for all 1 ≤ n ≤ N because {bn} is a monotonically decreasing sequence
and bN ≥ 0. By the Triangle Inequality,∣∣∣∣∣

N∑
k=1

sk

k∑
n=1

an

∣∣∣∣∣ ≤
N∑
k=1

∣∣∣∣∣sk
k∑

n=1

an

∣∣∣∣∣ =
n∑

k=1

sk

∣∣∣∣∣
k∑

n=1

an

∣∣∣∣∣ ≤
n∑

k=1

skM =M
n∑

k=1

sk =Mb1.

Theorem 3.44 (Dirichlet’s Test). Suppose {an} is a complex sequence and {bn} is a mono-
tonically decreasing sequence such that

(i) the sequence {
∑N

n=1 an}N is bounded, and
(ii) limn→∞ bn = 0.

Then
∑∞

n=1 anbn converges.

Proof. Since {
∑N

n=1 an}N is bounded, there exists M ≥ 0 such that |
∑N

n=1 an| ≤ M for all
N ∈ N. Hence, for any 1 ≤ i ≤ j,∣∣∣∣∣

j∑
n=i

an

∣∣∣∣∣ =
∣∣∣∣∣

j∑
n=1

an −
i−1∑
n=1

an

∣∣∣∣∣ ≤
∣∣∣∣∣

j∑
n=1

an

∣∣∣∣∣+
∣∣∣∣∣
i−1∑
n=1

an

∣∣∣∣∣ ≤ 2M.

By the Monotone Convergence Theorem, 0 = limn→∞ bn = infn∈N bn, which means bn ≥ 0
for all n ∈ N. Fix ϵ > 0, and pick N ∈ N such that bN = |bN − 0| < ϵ. For any j ≥ N , we
have |

∑j
n=N an| ≤ 2M as established above. Therefore, by Lemma 3.43,∣∣∣∣∣

j∑
n=N

anbn

∣∣∣∣∣ ≤ 2MbN ≤ 2Mϵ
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for all j ≥ N . Hence, if n ≥ m ≥ N + 1, then∣∣∣∣∣
n∑

k=m

akbk

∣∣∣∣∣ =
∣∣∣∣∣

n∑
k=N

akbk −
m−1∑
k=N

akbk

∣∣∣∣∣ ≤
∣∣∣∣∣

n∑
k=N

akbk

∣∣∣∣∣+
∣∣∣∣∣
m−1∑
k=N

akbk

∣∣∣∣∣ ≤ 2Mϵ+ 2Mϵ = 4Mϵ,

so
∑∞

n=1 anbn converges by the Cauchy Criterion.

Theorem 3.45 (Ratio Test). Let {an} be a complex sequence whose terms are all non-zero.

(a) If lim supn→∞

∣∣∣an+1

an

∣∣∣ < 1, then
∑∞

n=1 an converges absolutely.

(b) If lim infn→∞

∣∣∣an+1

an

∣∣∣ > 1, then
∑∞

n=1 an diverges.

Proof. (a) Let x ∈ R such that 0 ≤ lim supn→∞

∣∣∣an+1

an

∣∣∣ < x < 1. Then there exists N ∈ N

such that supn≥N

∣∣∣an+1

an

∣∣∣ < x, which means |an+1| < x|an| for all n ≥ N . By induction, we

can show that |an| ≤ xn−N |aN | for all n ≥ N . Since 0 < x < 1, the geometric series

∞∑
n=1

xn−N |aN | = x−N |aN |
∞∑
n=1

xn

converges, so
∑∞

n=1 |an| converges by the Comparison Test. Hence,
∑∞

n=1 an is absolutely
convergent.

(b) Suppose lim infn→∞

∣∣∣an+1

an

∣∣∣ > 1. Then there exists N ∈ N such that 1 < infn≥N

∣∣∣an+1

an

∣∣∣,
which means |an| < |an+1| for all n ≥ N . It follows by induction that |an| ≥ |aN | for all n ≥
N , so lim infn→∞ |an| ≥ |aN |. But aN ̸= 0 by hypothesis, so lim infn→∞ |an| > 0. Hence, it is
impossible that limn→∞ an = 0, for this would imply that lim infn→∞ |an| = limn→∞ |an| = 0.
Therefore,

∑∞
n=1 an diverges by the Divergence Test.

Theorem 3.46 (Root Test). Let {an} be a complex sequence.
(a) If lim supn→∞

n
√

|an| < 1, then
∑∞

n=1 an converges absolutely.

(b) If lim supn→∞
n
√

|an| > 1, then
∑∞

n=1 an diverges.

Proof. (a) Let L = lim supn→∞
n
√
|an| ≥ 0, and suppose L < 1. Let x = L+1

2
, and notice that

0 ≤ L < x < 1. Then there exists N ∈ N such that supn≥N
n
√

|an| < x. Hence, |an| < xn for
all n ≥ N . Since |x| < 1, the geometric series

∑∞
n=1 x

n converges. By the Comparison Test,∑∞
n=1 |an| also converges, so

∑∞
n=1 an is absolutely convergent.

(b) Suppose lim supn→∞
n
√
|an| > 1. Then for all N ∈ N, there exists n ≥ N such

that n
√

|an| > 1, which means |an| > 1. Therefore, there is a subsequence {ank
} such that

|ank
| > 1 for all k. Since {ank

} cannot converge to 0, neither can {an}, so
∑∞

n=1 an diverges
by the Divergence Test.

Remark. If lim supn→∞
n
√
|an| = 1, then the Root Test is inconclusive. In this case, the Ratio

Test is also inconclusive by Theorem 3.29.

Corollary 3.46.1. The series
∑∞

n=1
zn

n
converges if and only if |z| ≤ 1 and z ̸= 1.
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Proof. Observe that

lim
n→∞

n

√∣∣∣∣znn
∣∣∣∣ = lim

n→∞

|z|
n1/n

=
|z|

limn→∞ n1/n
= |z|,

so by the Root Test, the series converges absolutely if |z| < 1 and diverges if |z| > 1. By
Corollary 3.41.1, the series diverges if z = 1. Suppose |z| = 1 and z ̸= 1. Then∣∣∣∣∣

N∑
n=1

zn

∣∣∣∣∣ =
∣∣∣∣z(1− zN)

1− z

∣∣∣∣ = |z| ·
∣∣∣∣1− zN

1− z

∣∣∣∣ ≤ 1 + |z|N

|1− z|
=

2

|1− z|

for all N ∈ N. That is, the sequence {
∑N

n=1 z
n}N is bounded. Since { 1

n
}n is a monotonically

decreasing sequence and limn→∞
1
n
= 0, Dirichlet’s Test says that

∑∞
n=1 z

n 1
n
converges.

Theorem 3.47. Let
∑∞

n=0 an be absolutely convergent and
∑∞

n=0 bn be convergent. Then∑∞
n=0

∑n
k=0 akbn−k converges and

∞∑
n=0

n∑
k=0

akbn−k =

(
∞∑
n=0

an

)(
∞∑
n=0

bn

)
.

If
∑∞

n=0 bn is absolutely convergent, then so is
∑∞

n=0

∑n
k=0 akbn−k.

Proof. We first claim that
N∑

n=0

n∑
k=0

akbn−k =
N∑
k=0

ak

N−k∑
n=0

bn

for all N ≥ 0. Fix N ≥ 0, and let

S1 = {(k, n− k) | 0 ≤ k ≤ n ≤ N where k, n ∈ Z}

and
S2 = {(k, n) | 0 ≤ k ≤ N and 0 ≤ n ≤ N − k where k, n ∈ Z}.

Then
N∑

n=0

n∑
k=0

akbn−k =
∑

(i,j)∈S1

aibj

and
N∑
k=0

ak

N−k∑
n=0

bn =
N∑
k=0

N−k∑
n=0

akbn =
∑

(i,j)∈S2

aibj,

so it suffices to prove that S1 = S2. Suppose (i, j) = (i, (i + j) − i) ∈ S1. Then 0 ≤ i ≤
i + j ≤ N implies that 0 ≤ i ≤ N and 0 ≤ j ≤ i + j ≤ N − i, so (i, j) ∈ S2. Conversely,
suppose (i, j) ∈ S2. Then 0 ≤ i ≤ N and 0 ≤ j ≤ N − i. Hence, 0 ≤ i ≤ i + j ≤ N , so
(i, j) = (i, (i+ j)− i) ∈ S1. This proves the claim.

Let A =
∑∞

n=0 an, B =
∑∞

n=0 bn, and C =
∑∞

n=0 |an|. Fix ϵ > 0. Then there existsN1 ≥ 0
such that

∑∞
n=m+1 |an| < ϵ for all m ≥ N1. Notice that if m ≥ N1, then |A −

∑m
n=0 an| =
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|
∑∞

n=m+1 an| ≤
∑∞

n=m+1 |an| < ϵ. We can also choose N2 ≥ 0 such that |B −
∑m

n=0 bn| < ϵ
for all m ≥ N2. Now suppose N ≥ N1 +N2. Then∣∣∣∣∣

N∑
n=0

n∑
k=0

akbn−k − AB

∣∣∣∣∣ =
∣∣∣∣∣

N∑
k=0

ak

N−k∑
n=0

bn − AB

∣∣∣∣∣
=

∣∣∣∣∣
N−N2∑
k=0

ak

N−k∑
n=0

bn +
N∑

k=N−N2+1

ak

N−k∑
n=0

bn − AB

∣∣∣∣∣
≤

∣∣∣∣∣
N−N2∑
k=0

ak

N−k∑
n=0

bn − AB

∣∣∣∣∣+
∣∣∣∣∣

N∑
k=N−N2+1

ak

N−k∑
n=0

bn

∣∣∣∣∣ .
Now we bound both of the magnitudes on the right-hand side. First, we compute that∣∣∣∣∣

N−N2∑
k=0

ak

N−k∑
n=0

bn − AB

∣∣∣∣∣ ≤
∣∣∣∣∣
N−N2∑
k=0

ak

N−k∑
n=0

bn −
N−N2∑
k=0

akB

∣∣∣∣∣+
∣∣∣∣∣
N−N2∑
k=0

akB − AB

∣∣∣∣∣
=

∣∣∣∣∣
N−N2∑
k=0

ak(
N−k∑
n=0

bn −B)

∣∣∣∣∣+ |B| ·

∣∣∣∣∣
N−N2∑
k=0

ak − A

∣∣∣∣∣
≤

N−N2∑
k=0

|ak| ·

∣∣∣∣∣
N−k∑
n=0

bn −B

∣∣∣∣∣+ |B| ·

∣∣∣∣∣
N−N2∑
k=0

ak − A

∣∣∣∣∣
(by the Triangle Inequality)

≤
N−N2∑
k=0

|ak|ϵ+ |B| ·

∣∣∣∣∣
N−N2∑
k=0

ak − A

∣∣∣∣∣
(since N − k ≥ N2 whenever 0 ≤ k ≤ N −N2)

≤
N−N2∑
k=0

|ak|ϵ+ |B|ϵ (since N −N2 ≥ N1)

≤ Cϵ+ |B|ϵ.

For the other magnitude, first define M = supm≥0 |
∑m

n=0 bn|, which exists because every
convergent sequence is bounded. Then∣∣∣∣∣

N∑
k=N−N2+1

ak

N−k∑
n=0

bn

∣∣∣∣∣ ≤
N∑

k=N−N2+1

|ak| ·

∣∣∣∣∣
N−k∑
n=0

bn

∣∣∣∣∣ (by the Triangle Inequality)

≤
N∑

k=N−N2+1

|ak|M

≤M

∞∑
k=N−N2+1

|ak|

≤Mϵ (since N −N2 ≥ N1).
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Therefore, ∣∣∣∣∣
N∑

n=0

n∑
k=0

akbn−k − AB

∣∣∣∣∣ ≤ Cϵ+ |B|ϵ+Mϵ = (C + |B|+M)ϵ

for all N ≥ N1 +N2, so
∑∞

n=0

∑n
k=0 akbn−k = AB since C + |B|+M is independent of ϵ.

Suppose
∑∞

n=0 bn is absolutely convergent. Then
∑∞

n=0 |an| is absolutely convergent and∑∞
n=0 |bn| is convergent, so the result we have just proved says that

∑∞
n=0

∑n
k=0 |akbn−k| =∑∞

n=0

∑n
k=0 |ak|·|bn−k| is convergent. Hence,

∑∞
n=0

∑n
k=0 akbn−k is absolutely convergent.

Exercise 3.48 (Arithmetico-Geometric Series). For a fixed z ∈ C\{1}, obtain a closed-form
expression for the sum

n∑
k=1

kzk.

Determine the set of z ∈ C for which
∑∞

k=1 kz
k converges, and find a closed-form formula

for the infinite series.
Hint: remember how we obtain the geometric series formula

1 + z + z2 + · · ·+ zn =
1− zn+1

1− z
.

Exercise 3.49. Fix x ∈ [0, 1], and let b ≥ 2 be an integer. Construct a sequence {cn} where
cn ∈ {0, 1, . . . , b− 1} for each n ∈ N and

x =
∞∑
n=1

cn
bn
.

Hint: be greedy!
We call {cn} a base-b expansion of x. If b = 2, then {cn} is a binary expansion, and if

b = 10, then {cn} is a decimal expansion.

Exercise 3.50 (Limit Comparison Test). Let {an} and {bn} be positive sequences such that
limn→∞

an
bn

is a nonnegative real number. Show that if
∑∞

n=1 bn converges, then
∑∞

n=1 an also
converges.

Exercise 3.51 (2010 Putnam Problem B1). Is there an infinite sequence of real numbers
a1, a2, a3, . . . such that

am1 + am2 + am3 + · · · = m

for every positive integer m?

Exercise 3.52. Let ℓ1 be the set of sequences {xn} in C such that
∑∞

n=1 |xn| converges. For
all x, y ∈ ℓ1, let d(x, y) =

∑∞
n=1 |xn − yn|.

(a) Show that d is a metric on ℓ1.
(b) Show that ℓ1 is a complete metric space.
(c) Find a subset of ℓ1 that is closed and bounded but not compact.
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Exercise 3.53 (Baire Category Theorem).
(a) Let X be a complete metric space and O1,O2,O3, . . . be open dense subsets of X.

Prove that
⋂∞

n=1 On is dense in X. This result is called the Baire Category Theorem (BCT).
(b) Write R \Q as a countable intersection of open dense subsets of R.
(c) Hence, prove that Q is not a countable intersection of open dense subsets of R. (Note:

the word “dense” is actually redundant here—since Q is dense, any open set containing Q
must be dense.)

(d) Let C1, C2, C3, . . . be closed subsets of a complete metric space X such that each Cn
has empty interior. Prove that

⋃∞
n=1 Cn has empty interior. Hint: this result is equivalent to

the BCT as stated in part (a). Use Exercise 2.36 to see the connection.
(e) Prove that if X is a complete metric space and E ⊂ X is a non-empty perfect set,

then E is uncountable. This is a stronger version of Theorem 2.59.

Exercise 3.54. Euclid showed that there are infinitely many primes. For each n ∈ N, let
pn be the nth prime number (e.g. p1 = 2, p2 = 3, and p3 = 5). In this exercise, we will show
that

∞∑
n=1

1

pn
= ∞.

(a) Recall that each integer n ≥ 2 has a unique prime factorization. Show that

N∑
n=1

1

n
≤

N∏
n=1

(
1 +

1

pn
+

1

p2n
+ · · ·+ 1

pNn

)
for all N ≥ 1. Hint: if we expand the product on the right-hand side, we get a sum where
each term is 1

m
for some m ∈ N.

It follows that

N∑
n=1

1

n
≤

N∏
n=1

(
1 +

1

pn
+

1

p2n
+ · · ·

)
=

N∏
n=1

1

1− 1
pn

for all N ≥ 1.
(b) Show that (1− 1

n
)n ≥ 1

4
for all integers n ≥ 2. Hint: if n ≥ 3, write(

1− 1

n

)n

=
n∑

k=0

(
n

k

)
(−1)k

nk
=
n2 − 1

3n2
+

n∑
k=4

(
n

k

)
(−1)k

nk
.

using the Binomial Theorem, then argue that
∑n

k=4

(
n
k

) (−1)k

nk ≥ 0.
(c) Hence, show that

N∏
n=1

1

1− 1
pn

≤ 4
∑N

n=1
1
pn

for all N ≥ 1, and conclude that
∑∞

n=1
1
pn

= ∞.
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3.5 Series Rearrangements

Definition 3.55. A rearrangement of a sequence {an} is a sequence {aϕ(n)} where ϕ : N → N
is a bijection.

Theorem 3.56. Let
∑∞

n=1 an be absolutely convergent. Then
∑∞

n=1 aϕ(n) =
∑∞

n=1 an for any
rearrangement {aϕ(n)} of {an}.

Proof. Fix ϵ > 0, and choose N ∈ N such that
∑∞

n=N+1 |an| < ϵ. Let

M = max{ϕ−1(a1), . . . , ϕ
−1(aN)} ∈ N,

and observe that {a1, . . . , aN} ⊂ {ϕ(a1), . . . , ϕ(aM)}. Therefore, for all m ≥M ,

∣∣∣∣∣
∞∑
n=1

an −
m∑

n=1

aϕ(n)

∣∣∣∣∣ =
∣∣∣∣∣∣∣∣

∞∑
n=1

an −
N∑

n=1

an −
∑

1≤n≤m
ϕ(n)>N

aϕ(n)

∣∣∣∣∣∣∣∣
≤

∣∣∣∣∣
∞∑
n=1

an −
N∑

n=1

an

∣∣∣∣∣+
∣∣∣∣∣∣∣∣
∑

1≤n≤m
ϕ(n)>N

aϕ(n)

∣∣∣∣∣∣∣∣
≤

∣∣∣∣∣
∞∑

n=N+1

an

∣∣∣∣∣+ ∑
1≤n≤m
ϕ(n)>N

|aϕ(n)|

≤
∞∑

n=N+1

|an|+
∞∑

n=N+1

|an|

= 2ϵ.

Hence,
∑∞

n=1 aϕ(n) = limm→∞
∑m

n=1 aϕ(n) =
∑∞

n=1 an.

Theorem 3.57 (Riemann Rearrangement Theorem). Let {an} be a real sequence such that∑∞
n=1 an is conditionally convergent. Let −∞ ≤ x ≤ y ≤ ∞. Then there is a rearrangement

{aϕ(n)} of {an} such that lim infN→∞
∑N

n=1 aϕ(n) = x and lim supN→∞
∑N

n=1 aϕ(n) = y.

The idea of the proof is simple. Since
∑∞

n=1 an is conditionally convergent, the nonneg-
ative terms must sum to ∞ whereas the negative terms must sum to −∞. If x and y are
finite, then we can construct the desired rearrangement of {an} by picking enough nonnega-
tive terms until the running sum is greater than x, then picking enough negative terms until
the running sum is less than y, and repeating this process. If x or y are infinite, then we
need to slightly tweak the algorithm to make the running sum eventually diverge to ∞ or
−∞.

Proof. For all m ≥ 1, let Pm be the mth nonnegative term in the sequence {an}, and let Nm

be the mth negative term in the sequence {an}. If both
∑∞

m=1 Pm and
∑∞

n=1Nm were finite,
then

∑∞
n=1 an would converge absolutely, and if exactly one of

∑∞
m=1 Pm and

∑∞
m=1Nm
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were finite, then
∑∞

n=1 an would diverge. These scenarios are impossible, so we must have∑∞
m=1 Pm = ∞ and

∑∞
m=1Nm = −∞. Notice also that limn→∞ an = 0 by the Divergence

Test, so limm→∞ Pm = 0 = limm→∞Nm.
Suppose first that x and y are finite. Let p0 = 0 and n0 = 0. Suppose we have constructed

pi−1 and ni−1 for some integer i ≥ 1. We let pi be the smallest integer such that pi > pi−1

and
pi∑

m=1

Pm +

ni−1∑
m=1

Nm > x. (1)

Then, we let ni be the smallest integer such that ni > ni−1 and

pi∑
m=1

Pm +

ni∑
m=1

Nm < y. (2)

We know that pi and ni exist because
∑∞

m=1 Pm = ∞ and
∑∞

m=1Nm = −∞.
Now that we have the infinite increasing sequences {pi} and {ni}, we form a rearrange-

ment of {an} by:

• picking the first p1 terms from {Pm},

• then picking the first n1 terms from {Nm},

• then picking the next p2 − p1 terms from {Pm} (so that we have picked p2 terms in
total from {Pm}),

• then picking the next n2 − n1 terms from {Nm} (so that we have picked n2 terms in
total from {Nm}),

• and so on.

Call the rearrangement {bn}. Since the inequalities (1) and (2) hold infinitely often, we know
that lim infN→∞

∑N
n=1 bn ≤ y and lim supN→∞

∑N
n=1 bn ≥ x.

Now fix ϵ > 0. Since limm→∞ Pm = 0, there exists M ≥ p2 such that Pm < ϵ for all
m ≥M . Fix i such that pi ≥M . By construction,

∑pi+ni−1−1
n=1 bn ≤ x, so

∑pi+ni−1

n=1 bn < x+ ϵ

because Ppi < ϵ. Then, for all k such that pi+ni−1 < k ≤ pi+ni, bk is negative, so
∑k

n=1 bn <

x + ϵ. Next, for all k such that pi + ni < k < pi+1 + ni, we have
∑k

n=1 bn ≤ x < x + ϵ by

construction. Therefore,
∑k

n=1 bn < x+ϵ for all pi+ni−1 ≤ k ≤ pi+1+ni. Since i is arbitrary,

it follows that
∑k

n=1 bn < x + ϵ for all k large enough, so lim supN→∞
∑N

n=1 bn ≤ x + ϵ.

Therefore, lim supN→∞
∑N

n=1 bn = x since ϵ > 0 is arbitrary. A similar argument shows that

lim infN→∞
∑N

n=1 bn = y.
If x = ∞, we need to modify (1) to instead say

pi∑
m=1

Pm +

ni−1∑
m=1

Nm > i.
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Then
∑pi+ni−1

n=1 bn > i for all i, so lim supN→∞
∑N

n=1 bn = ∞. If x = −∞, then we modify
(1) and (2) to

pi∑
m=1

Pm +

ni−1∑
m=1

Nm > −i+ 2

and
pi∑

m=1

Pm +

ni∑
m=1

Nm < −i− 2,

respectively. In this case, the rearranged sum diverges to −∞. We can handle the cases
y = ±∞ in a similar way.

Theorem 3.58. Let {an,m} be a double complex sequence (i.e. a function N×N → C) such
that

∑∞
n=1

∑∞
m=1 |an,m| <∞. Then

∑∞
n=1

∑∞
m=1 an,m =

∑∞
m=1

∑∞
n=1 an,m.

Proof. By assumption,
∑∞

n=1

∑∞
m=1 an,m is absolutely convergent and hence convergent. Fix

ϵ > 0. Choose N0 ≥ 1 such that
∑∞

n=N+1

∑∞
m=1 |an,m| < ϵ for any N ≥ N0. For each integer

n such that 1 ≤ n ≤ N0,
∑∞

m=1 |an,m| converges by assumption, so we can choose Tn ≥ 1 such
that

∑∞
m=M+1 |an,m| < 2−nϵ for any M ≥ Tn. Let M1 = max{T1, . . . , TN0} ≥ 1. Suppose

M ≥M1 and N ≥ N0. Notice that

∞∑
n=1

∞∑
m=M+1

|an,m| ≤
∞∑
n=1

∞∑
M1+1

|an,m|

=

N0∑
n=1

∞∑
m=M1+1

|an,m|+
∞∑

n=N0+1

∞∑
m=M1+1

|an,m|

<

N0∑
n=1

2−nϵ+
∞∑

n=N0+1

∞∑
m=1

|an,m|

< ϵ
∞∑
n=1

2−n + ϵ

= ϵ

(
1/2

1− 1/2

)
+ ϵ

= 2ϵ.

Hence,∣∣∣∣∣
∞∑
n=1

∞∑
m=1

an,m −
M∑

m=1

N∑
n=1

an,m

∣∣∣∣∣ =
∣∣∣∣∣

∞∑
n=1

∞∑
m=1

an,m −
N∑

n=1

M∑
m=1

an,m

∣∣∣∣∣
≤

∣∣∣∣∣
∞∑
n=1

∞∑
m=1

an,m −
∞∑
n=1

M∑
m=1

an,m

∣∣∣∣∣+
∣∣∣∣∣

∞∑
n=1

M∑
m=1

an,m −
N∑

n=1

M∑
m=1

an,m

∣∣∣∣∣
=

∣∣∣∣∣
∞∑
n=1

∞∑
m=M+1

an,m

∣∣∣∣∣+
∣∣∣∣∣

∞∑
n=N+1

M∑
m=1

an,m

∣∣∣∣∣
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≤
∞∑
n=1

∞∑
m=M+1

|an,m|+
∞∑

n=N+1

M∑
m=1

|an,m|

< 2ϵ+
∞∑

n=N+1

∞∑
m=1

|an,m|

< 2ϵ+ ϵ since N ≥ N0

= 3ϵ.

Given any m ≥ 1,
∑∞

n=1 |an,M | converges by the Comparison Test since
∑∞

n=1 (
∑∞

m=1 |an,m|)
converges and 0 ≤ |an,M | ≤

∑∞
m=1 |an,m| for all n ≥ 1. Hence, for all 1 ≤ m ≤M , there exists

Um ≥ 1 such that
∑∞

n=N1+1 |an,m| < 2−mϵ for all N1 ≥ Um. Let N1 = max{U1, . . . , UM , N0},
so that

M∑
m=1

∞∑
n=N1+1

|an,m| <
M∑

m=1

2−mϵ < ϵ
∞∑

m=1

2−m = ϵ.

Then∣∣∣∣∣
∞∑
n=1

∞∑
m=1

an,m −
M∑

m=1

∞∑
n=1

an,m

∣∣∣∣∣ ≤
∣∣∣∣∣

∞∑
n=1

∞∑
m=1

an,m −
M∑

m=1

N1∑
n=1

an,m

∣∣∣∣∣+
∣∣∣∣∣

M∑
m=1

N1∑
n=1

an,m −
M∑

m=1

∞∑
n=1

an,m

∣∣∣∣∣
< 3ϵ+

∣∣∣∣∣
M∑

m=1

∞∑
n=N1+1

an,m

∣∣∣∣∣ since N1 ≥ N0

≤ 3ϵ+
M∑

m=1

∞∑
n=N1+1

|an,m|

< 3ϵ+ ϵ

= 4ϵ.

Since M ≥M1 is arbitrary,
∑∞

m=1

∑∞
n=1 an,m converges to

∑∞
n=1

∑∞
m=1 an,m.

Exercise 3.59. Let

ζ(n) =
∞∑
k=1

1

kn

for all integers n ≥ 2. Find the value of

∞∑
n=1

ζ(2n)

4n
.

3.6 Euler’s Number

Since

lim
n→∞

∣∣∣∣ 1

(n+ 1)!

/
1

n!

∣∣∣∣ = lim
n→∞

1

n+ 1
= 0 < 1,

the series
∑∞

n=0
1
n!

converges by the Ratio Test.
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Definition 3.60. Euler’s number is e :=
∑∞

n=0
1
n!
.

Theorem 3.61. e is irrational.

Proof. For any N ≥ 0, we have that

0 < e−
N∑

n=0

1

n!
=

∞∑
n=N+1

1

n!

=
1

(N + 1)!

∞∑
n=0

n∏
k=1

1

N + 1 + k

≤ 1

(N + 1)!

∞∑
n=0

1

(N + 2)n

=
1

(N + 1)!

(
1

1− 1
N+2

)

=
1

(N + 1)!

(
N + 2

N + 1

)
≤ 1

(N + 1)!

(
2N + 2

N + 1

)
=

2

(N + 1)!
.

Hence,

0 < N !e−
N∑

n=0

N !

n!
≤ 2

N + 1
(3)

for all N ≥ 0.
Suppose e is rational. Then there exists p ∈ Z and q ∈ N such that e = p

q
. For all N ≥ 0,

equation (3) says that

0 < N !

(
p

q

)
−

N∑
n=0

N !

n!
≤ 2

N + 1
.

Hence,

0 < N !p− q
N∑

n=0

N !

n!
≤ 2q

N + 1
.

In particular, setting N = 2q gives

0 < (2q)!p− q

2q∑
n=0

(2q)!

n!
≤ 2q

2q + 1
< 1.

Now (2q)!p−q
∑2q

n=0
(2q)!
n!

is an integer since (2q)!
n!

is an integer for all 0 ≤ n ≤ 2q. But there is
no integer strictly between 0 and 1, so we have a contradiction. Therefore, e is irrational.

Theorem 3.62. e = limn→∞(1 + 1
n
)n.
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Proof. By the Binomial Theorem,(
1 +

1

n

)n

=
n∑

k=0

(
n

k

)(
1

n

)k

= 1 +
n∑

k=1

n(n− 1) · · · (n− k + 1)

k!nk

= 1 +
n∑

k=1

1

k!

[(n
n

)(n− 1

n

)
· · ·
(
n− k + 1

n

)]
= 1 +

n∑
k=1

1

k!

[(
1− 1

n

)
· · ·
(
1− k − 1

n

)]
for all n ∈ N. Set Ak,n = (1− 1

n
) · · · (1− k−1

n
) for all 1 ≤ k ≤ n, and notice that

0 < An,n < An−1,n < · · · < A1,n = 1.

Fix ϵ > 0. Then there exists N1 ∈ N such that
∣∣∑∞

k=n+1
1
n!

∣∣ < ϵ whenever n ≥ N1. Since
limn→∞AN1,n = 1, there exists N2 ≥ N1 such that 1 − AN1,n < ϵ for all n ≥ N2. Suppose
n ≥ N2. Then∣∣∣∣∣

(
1 +

1

n

)n

−
∞∑
k=0

1

k!

∣∣∣∣∣ =
∣∣∣∣∣

n∑
k=1

1

k!
Ak,n −

∞∑
k=1

1

k!

∣∣∣∣∣
≤

∣∣∣∣∣
n∑

k=1

1

k!
Ak,n −

n∑
k=1

1

k!

∣∣∣∣∣+
∣∣∣∣∣

∞∑
k=n+1

1

k!

∣∣∣∣∣
<

∣∣∣∣∣
n∑

k=1

1

k!
(Ak,n − 1)

∣∣∣∣∣+ ϵ since n ≥ N2 ≥ N1

≤
n∑

k=1

1

k!
(1− Ak,n) + ϵ since Ak,n < 1

≤
N1∑
k=1

1

k!
(1− AN1,n) +

n∑
k=N1+1

1

k!
(1− Ak,n) + ϵ

since AN1,n ≤ Ak,n for all 1 ≤ k ≤ N1

<

N1∑
k=1

1

k!
ϵ+

n∑
k=N1+1

1

k!
+ ϵ since n ≥ N2 and 1− Ak,n ≤ 1

< ϵ
∞∑
k=1

1

k!
+

∞∑
k=N1+1

1

k!
+ ϵ

< ϵe+ ϵ+ ϵ by definition of N1

= (e+ 2)ϵ.

Since e+ 2 is independent of ϵ, the desired result follows.
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Exercise 3.63. Let bn ∈ {0, 1} for all n ∈ N. Prove that
∑∞

n=1
bn
n!

is irrational if and only
if there are infinitely many integers n ≥ 1 such that bn = 1.

Exercise 3.64. Fix z ∈ C. Adapt the proof of Theorem 3.62 to show that

lim
n→∞

(
1 +

z

n

)n
=

∞∑
k=0

zk

k!
.

Exercise 3.65. Let S be the set of real numbers c > 0 such that

∞∑
n=1

nn

cnn!

converges. Find inf(S), and compute the famous limit

lim
n→∞

n
n
√
n!
.

Exercise 3.66. Let {an} be a complex sequence such that limn→∞ nan = 0. Prove that

1 = lim
n→∞

(1 + an)
n .

3.7 Characterizations of Compactness

In this section, we look at a generalization of the Heine–Borel Theorem. In general, a closed
and bounded subset of a metric space is not necessarily compact—Exercise 3.71 gives an
example. In this section, we will give some necessary and sufficient conditions for a metric
space to be compact.

Fix a metric space (K, d).

Definition 3.67. K is limit-point compact if every infinite subset of K has a limit point.

Definition 3.68. K is sequentially compact if every sequence in K has a convergent subse-
quence.

Definition 3.69. K is totally bounded if for all r > 0, there exists x1, . . . , xn ∈ K such that
{Nr(x1), . . . , Nr(xn)} covers K.

If K ⊂ X, r > 0, and x1, . . . , xn ∈ K, then K ⊂
⋃n

j=1N
K
r (xj) if and only if K ⊂⋃n

j=1N
X
r (xj) since NK

r (xj) = NX
r (xj) ∩ K. Therefore, total boundedness is an intrinsic

property of a metric space; we do not need to specify that K is totally bounded “relative
to” an ambient metric space X.

Theorem 3.70. The following are equivalent:
(i) K is compact.
(ii) K is limit-point compact.
(iii) K is sequentially compact.
(iv) K is complete and totally bounded.
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Proof. (i) =⇒ (ii): this is Theorem 2.48.
(ii) =⇒ (iii): let K be limit-point compact, and let {xn} be a sequence in K. Let

E = {xn | n ∈ N}. If E is finite, then {xn} has infinitely occurrences of some term L ∈ K,
which means {xn} has a convergent subsequence {L,L, L, . . . }. If E is infinite, then E ′ is
non-empty sinceK is limit-point compact, so {xn} has a convergent subsequence by Theorem
3.12.

(iii) =⇒ (iv): if {sn} is a Cauchy sequence, then {sn} has a convergent subsequence
since K is sequentially compact, so {sn} converges by Lemma 3.14. Hence, K is complete.
Suppose, by way of contradiction, that K is not totally bounded. Pick r > 0 such that
no finite collection of neighbourhoods {Nr(x1), . . . , Nr(xn)} (where x1, . . . , xn ∈ K) covers
K. Then K is non-empty (since an empty collection of neighbourhoods would cover the
empty set), so pick t1 ∈ K. After picking ti ∈ K for some i ≥ 1, pick ti+1 ∈ K such that
ti+1 ̸∈

⋃i
j=1Nr(tj); this is always possible since {Nr(t1), . . . , Nr(ti)} does not cover K by

assumption. This recursive process produces a sequence {tn} in K such that d(ti, tj) ≥ r
whenever i > j. Observe that no subsequence of {tn} is Cauchy, so {tn} has no convergent
subsequence, contradicting the assumption that K is sequentially compact. Therefore, K
must be totally bounded.

(iv) =⇒ (i): this proof will be conceptually similar to the proof of the Heine–Borel
Theorem. Suppose, by way of contradiction, that K is complete and totally bounded but
not compact. In this argument, all neighbourhoods are relative to K. Let {Oα}α be a cover
of K that has no finite subcover. We claim that there exists a sequence {yn} in K such that
for all n ∈ N,

• d(yn+1, yn) <
3

2n+1 and

• no finite subcover of {Oα}α covers N1/(2n)(yn).

Since K is totally bounded, there exist x
(1)
1 , . . . , x

(1)
m ∈ K such that {N1/2(x

(1)
j )}mj=1 covers

K. Here, the subscript “(1)” is just a second index. Suppose, by way of contradiction,

that for every 1 ≤ j ≤ m, some finite Sj ⊂ {Oα}α covers N1/2(x
(1)
j ) ∩ K. Then

⋃m
j=1 Sj

covers
⋃m

j=1[N1/2(x
(1)
j ) ∩ K] = K. But

⋃m
j=1 Sj is a finite subcover of {Oα}α, so we have

a contradiction. Therefore, there must be a neighbourhood N1/2(x
(1)
j1
) such that no finite

subcover of {Oα}α covers N1/2(x
(1)
j1
) ∩ K. Let y1 = x

(1)
j1

∈ K. Then no finite subcover of
{Oα}α covers N1/2(y1).

Suppose that for some n ∈ N, we have chosen yn ∈ K such that no finite subcover of
{Oα}α covers N1/(2n)(yn). Since K is totally bounded, there exist x

(n+1)
1 , . . . , x

(n+1)
ℓ ∈ K

such that {N1/(2n+1)(x
(n+1)
j )}ℓj=1 covers K. By the same argument as the above paragraph,

there must be a neighbourhood N1/(2n+1)(x
(n+1)
jn+1

) such that no finite subset of {Oα}α cov-

ers N1/(2n+1)(x
(n+1)
jn+1

) ∩ N1/(2n)(yn), since no finite subset of {Oα}α covers N1/(2n)(yn). Let

yn+1 = x
(n+1)
jn+1

∈ K. Then no finite subset of {Oα}α can cover N1/(2n+1)(yn+1). Note that
N1/(2n+1)(yn+1) ∩ N1/(2n)(yn) must be non-empty since the empty set is trivially covered by
an empty subcover. Pick t ∈ N1/(2n+1)(yn+1) ∩N1/(2n)(yn). Then

d(yn+1, yn) ≤ d(yn+1, t) + d(t, yn) <
1

2n+1
+

1

2n
=

3

2n+1
.
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By induction, the sequence {yn} exists, as claimed. Now we want to show that {yn} is
Cauchy. For any integers m ≥ n ≥ 1, we have that

d(yn, ym) ≤
m−1∑
j=n

d(yj, yj+1) <
m−1∑
j=n

3

2j−1
≤

∞∑
j=n

3

2j−1
=

3

2n−2
.

Fix ϵ > 0. Then there exists N ∈ N such that 3
2N−2 < ϵ since limn→∞

3
2n−2 = 0. Suppose

m ≥ n ≥ N . Then n−N ≥ 0, so 1
2n−N ≤ 1. Hence,

d(yn, ym) ≤
3

2n−2
=

1

2n−N

(
3

2N−2

)
≤ 3

2N−2
< ϵ,

so {yn} is Cauchy. Since K is complete, limn→∞ yn exists. Let y = limn→∞ yn ∈ K. Then
y ∈ Oα0 for some index α0, so there exists r > 0 such that Nr(y) ⊂ Oα0 . Pick m ∈ N such
that 1

2m
< r

2
and d(ym, y) <

r
2
; this is possible since limn→∞

1
2n

= 0 and limn→∞ yn = y. Let
t ∈ N1/(2m)(ym). Then

d(t, y) ≤ d(t, ym) + d(ym, y) <
1

2m
+
r

2
<
r

2
+
r

2
= r.

Hence, N1/(2m)(ym) ⊂ Nr(y) ⊂ Oα0 . This is a contradiction since N1/(2m)(ym) is not covered
by any finite subcover of {Oα}α.

Exercise 3.71. Let Rdiscrete be the set R equipped with the discrete metric

d(x, y) =

{
1 if x ̸= y

0 otherwise.

(a) Prove that every subset of Rdiscrete is closed, bounded, and complete.
(b) Prove that no infinite subset of Rdiscrete is compact.

Exercise 3.72. Prove that the set

S = {q ∈ Q | q ≥ 0 and q2 < 2}

is closed and totally bounded in Q but is not compact.
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4 Continuity

Fix metric spaces (X, dX), (Y, dY ), and (Z, dZ).

4.1 Limits of Functions Between Metric Spaces

Definition 4.1. Let E ⊂ X, f : E → Y and p ∈ E ′. We write “limx→p f(x) = q” (where
q ∈ Y ) if for all ϵ > 0, there exists δ > 0 such that dY (f(x), q) < ϵ whenever 0 < dX(x, p) < δ.

We say that limx→p f(x) exists if there exists q ∈ Y such that limx→p f(x) = q. If there
is no such q, then limx→p f(x) does not exist.

Theorem 4.2. Let E ⊂ X, f : E → Y , p ∈ E ′, and q ∈ Y . Then limx→p f(x) = q if and
only if limn→∞ f(xn) = q for every sequence {xn} in E such that limn→∞ xn = p.

Proof. Suppose limx→p f(x) = q. Fix ϵ > 0, and choose δ > 0 such that dY (f(x), q) < ϵ
whenever 0 < dX(x, p) < δ. Let {xn} be a sequence in E such that limn→∞ xn = p. Since
δ > 0, there exists N ∈ N such that dX(xn, p) < δ for all n ≥ N . Hence, dY (f(xn), q) < ϵ
for all n ≥ N , so limn→∞ f(xn) = q.

Conversely, suppose limn→∞ f(xn) = q for every sequence {xn} in E that converges to p.
Suppose by way of contradiction that limx→p f(x) ̸= q. Then there exists ϵ > 0 such that
for all δ > 0, there exists x ∈ E such that 0 < dX(x, p) < δ and dY (f(x), q) ≥ ϵ. Therefore,
for all n ∈ N, there exists xn ∈ E such that 0 < dX(xn, p) <

1
n
and dY (f(xn), q) ≥ ϵ. Note

that limn→∞ xn = p since limn→∞
1
n
= 0, but limn→∞ f(xn) ̸= q since dY (f(xn), q) ≥ ϵ for all

n ∈ N. This is a contradiction, so limx→p f(x) = q.

Because of this connection between limits of functions and limits of sequences, many
results from Chapter 3 about limits of sequences have analogous results in terms of functions.
For example, the analogue of Proposition 3.3 is the following:

Proposition 4.3. Let E ⊂ X; f : E → Y ; p ∈ E ′; and q1, q2 ∈ Y . If limx→p f(x) = q1 and
limx→p f(x) = q2, then q1 = q2.

The “Squeeze Theorem” is the analogue of Proposition 3.7:

Proposition 4.4 (Squeeze Theorem). Let E ⊂ R; f, g, h : E → R; p ∈ E ′; and L ∈ R.
Suppose there exists r > 0 such that f(x) ≤ g(x) ≤ h(x) for all x ∈ E ∩Nr(p), and suppose
limx→p f(x) = L = limx→p h(x). Then limx→p g(x) = L.

We also have the familiar “limit laws” from calculus (the analogue of Proposition 3.9):

Proposition 4.5. Let E ⊂ C; f, g : E → C; p ∈ E ′; and L1, L2 ∈ C. Suppose limx→p f(x) =
L1 and limx→p g(x) = L2. Then:

(a) limx→p[f(x) + g(x)] = L1 + L2.
(b) limx→p[f(x)− g(x)] = L1 − L2.
(c) limx→p f(x)g(x) = L1L2.

(d) limx→p
f(x)
g(x)

= L1

L2
if L2 ̸= 0.

Each of these results can be proved by using Theorem 4.2 and appealing to the analogous
result for sequences.
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4.2 Continuity, Limits, and Open Sets

Definition 4.6. Let f : X → Y and x0 ∈ X. We say that f is continuous at x0 if for all
ϵ > 0, there exists δ > 0 such that dY (f(x), f(x0)) < ϵ whenever dX(x, x0) < δ. If f is
continuous at every point in X, then f is continuous (on X).

Theorem 4.7. Let f : X → Y and x0 ∈ X. Then f is continuous at x0 if and only if either
x0 is an isolated point or limx→x0 f(x) = f(x0).

Proof. Suppose f is continuous at x0, and suppose x0 is not an isolated point. Then x0 ∈ X ′.
Fix ϵ > 0, and choose δ > 0 such that dY (f(x), f(x0)) < ϵ whenever dX(x, x0) < δ. It is
clear that if 0 < dX(x, x0) < δ, then dX(x, x0) < δ, so dY (f(x), f(x0)) < ϵ. Therefore,
limx→x0 f(x) = f(x0).

Conversely, suppose x0 is either an isolated point or limx→x0 f(x) = f(x0). We consider
the two cases separately. Suppose x0 is an isolated point. Then there exists δ > 0 such
that the only x ∈ X satisfying dX(x, x0) < δ is x = x0. Hence, for any fixed ϵ > 0, if
dX(x, x0) < δ, then dY (f(x), f(x0)) = dY (f(x0), f(x0)) = 0 < ϵ. Therefore, f is continuous
at x0 . Now suppose limx→x0 f(x) = f(x0). For any fixed ϵ > 0, there exists δ > 0 such
that dY (f(x), f(x0)) < ϵ whenever 0 < dX(x, x0) < δ. Now clearly dY (f(x0), f(x0)) = 0 < ϵ,
so we have that dY (f(x), f(x0)) < ϵ whenever dX(x, x0) < δ. Therefore, f is continuous at
x0.

Theorem 4.8 (The Topological Definition of Continuity). A function f : X → Y is contin-
uous on X if and only if the pre-image of every open subset of Y under f is an open subset
of X.

Proof. Suppose f : X → Y is continuous on X. Let E ⊂ Y be open. Let x0 ∈ f−1(E),
so that f(x0) ∈ E. Since E is open, there exists ϵ > 0 such that NY

ϵ (f(x0)) ⊂ E. Choose
δ > 0 such that dY (f(x), f(x0)) < ϵ for all dX(x, x0) < δ. It follows that if x ∈ NX

δ (x0), then
f(x) ∈ NY

ϵ (f(x0)) ⊂ E, so x ∈ f−1(E). Therefore, NX
δ (x0) ⊂ f−1(E), so f−1(E) is open in

X.
Conversely, suppose f−1(E) ⊂ X is open for every open set E ⊂ Y . Fix x0 ∈ X and ϵ > 0.

Then NY
ϵ (f(x0)) ⊂ Y is open, so f−1(NY

ϵ (x0)) ⊂ X is open. Note that f(x0) ∈ NY
ϵ (f(x0)),

so x0 ∈ f−1(NY
ϵ (f(x0))). Hence, there exists δ > 0 such that NX

δ (x0) ⊂ f−1(NY
ϵ (f(x0))).

Now let x ∈ X such that dX(x, x0) < δ. Then x ∈ NX
δ (x0) ⊂ f−1(NY

ϵ (f(x0))), so f(x) ∈
NY

ϵ (f(x0)), which means dY (f(x), f(x0)) < ϵ. Therefore, f is continuous at x0. Since x0 ∈ X
is arbitrary, f is continuous on X.

Corollary 4.8.1. A function f : X → Y is continuous on X if and only if the pre-image of
every closed subset of Y under f is a closed subset of X.

Proof. Let f : X → Y . We will use the fact that f−1(Ec) = (f−1(E))c for all E ⊂ Y .
Suppose f is continuous on X. Let E ⊂ Y be closed. Then Ec ⊂ Y is open, so f−1(Ec) =
(f−1(E))c ⊂ X is open. Hence, f−1(E) = ((f−1(E))c)c ⊂ X is closed. Conversely, suppose
f−1(E) ⊂ X is closed for every closed E ⊂ Y . Let S ⊂ Y be open. Then Sc ⊂ Y is closed,
so f−1(Sc) = (f−1(S))c ⊂ X is closed. Therefore, f−1(S) = ((f−1(S))c)c ⊂ X is open, so f
is continuous because the pre-image of every open set in Y under f is open in X.
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Theorem 4.9. Let f : X → Y . Suppose {xn} is a sequence in X converging to x∗ ∈ X,
and suppose f is continuous at x∗. Then limn→∞ f(xn) = f(x∗).

Proof. Fix ϵ > 0. Since f is continuous at x∗, there exists δ > 0 such that dY (f(x), f(x∗)) < ϵ
whenever dX(x, x∗) < δ. Since limn→∞ xn = x, there exists N ∈ N such that dX(xn, x∗) < δ
for all n ≥ N . If n ≥ N , then dX(xn, x∗) < δ, so dY (f(xn), f(x∗)) < ϵ. Therefore,
limn→∞ f(xn) = f(x∗).

Theorem 4.10. Let E ⊂ X, g : E → Y , and f : Y → Z. Suppose f is continuous at
y0 ∈ Y , and suppose x0 ∈ E ′ satisfies limx→x0 g(x) = y0. Then limx→x0 f(g(x)) = f(y0).

Proof. Let {xn} be any sequence in E converging to x0. Then {g(xn)} converges to y0 by
Theorem 4.2 since limx→x0 g(x) = y0. Since f is continuous at y0, Theorem 4.9 implies that
limn→∞ f(g(xn)) = f(y0). Since {xn} is an arbitrary sequence satisfying limn→∞ xn = x0,
Theorem 4.2 says that limx→x0 f(g(x)) = f(y0).

Theorem 4.11. If g : X → Y and f : Y → Z are continuous, then f ◦ g : X → Z is
continuous.

Proof. Fix x0 ∈ X. If x0 is an isolated point of X, then f ◦ g is continuous at x0 by
Theorem 4.7. Suppose x0 is not an isolated point of X. Then limx→x0 g(x) = g(x0) by
Theorem 4.7 since g is continuous at x0. Since f is continuous at g(x0), we have that
limx→x0 f(g(x)) = f(g(x0)) by Theorem 4.10. Therefore, f ◦g is continuous at x0 by Theorem
4.7. Since x0 ∈ X is arbitrary, f ◦ g is continuous on X.

A simpler proof. Let E ⊂ Z be open. Then f−1(E) ⊂ Y is open, so g−1(f−1(E)) ⊂ X is
open. Now note that g−1(f−1(E)) = (f ◦ g)−1(E) because x ∈ g−1(f−1(E)) if and only if
f(g(x)) ∈ E if and only if x ∈ (f ◦ g)−1(E). Therefore, (f ◦ g)−1(E) ⊂ X is open for every
open E ⊂ Z, so f ◦ g is continuous.

Exercise 4.12. Let f : X → Y be continuous. Let p ∈ X such that for all δ > 0, there
exists x ∈ X such that dX(x, p) < δ and f(x) ̸= f(p). Prove that f(p) is a limit point of
f(X).

Exercise 4.13. Prove that f : X → Y is continuous if and only if f(E) ⊂ f(E) for all
E ⊂ X.

Exercise 4.14. Suppose f : Rk → R is a continuous function such that limn→∞ f(xn) = ∞
for all sequences {xn} in Rk such that limn→∞ ||xn|| = ∞. Prove that there exists x∗ ∈ Rk

such that f(x∗) ≤ f(x) for all x ∈ Rk. Hint: first construct a sequence {xn} such that
limn→∞ f(xn) = infx f(x).

Exercise 4.15. Suppose f : [−1, 1] → R is continuous everywhere except possibly at 0.
Suppose there exists a sequence {xn} of non-zero numbers such that limn→∞ xn = 0 and
limn→∞ f(xn) = f(0). Must f be continuous at 0?

Exercise 4.16. Let C be the set of continuous functions R → R. In this exercise, we will
show that |C| = |R|.
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(a) Suppose f, g ∈ C satisfy f(q) = g(q) for all q ∈ Q. Prove that f = g, and hence infer
that |C| ≤ |RQ| (recall the notation RQ from Exercise 2.11).

(b) Prove that |RQ| = |R|. Hint: recall that |R| = |P(N)| = |{0, 1}N| (Theorem 2.8 and
Exercise 2.12(a)).

(c) Parts (a) and (b) imply that |C| ≤ |R|. Show that |R| ≤ |C|, and conclude that
|C| = |R| by the Cantor–Schröder–Bernstein Theorem.

(d) Let D be the set of functions R → R with at least one discontinuity. Use Exercise
2.12(c) to prove that |C| < |D|.

Exercise 4.17. Let ϕ : Q → R be continuous. Does there necessarily exist a continuous
f : R → R such that f(q) = ϕ(q) for all q ∈ Q?

Exercise 4.18. Recall the definitions in Exercise 2.40. Fix n ∈ N. Prove that the map
T 7→ T−1 on GLn(R) is continuous.

Hint: one way to proceed is by fixing A ∈ GLn(R) and noting that

||A−1 −B−1|| = ||A−1(B − A)B−1|| ≤ ||A−1|| · ||B−1|| · ||B − A||

for any B ∈ GLn(R). We would hope that if ||B − A|| is sufficiently small, then ||B−1|| can
be bounded above by some expression that only depends on A. You may find the identity

inf
||x||=1

||Tx|| = 1

||T−1||

useful (but you would have to prove this yourself).

Exercise 4.19 (Thomae’s Function). Any rational number x can be written uniquely in
simplest form p

q
where p ∈ Z, q ∈ N, and gcd(p, q) = 1. Define f : R → R by

f(x) =

{
1
q

if x ∈ Q with simplest form p
q

0 if x ̸∈ Q.

Prove that f is continuous at every irrational number and discontinuous at every rational
number.

Exercise 4.20. In this exercise, we will show that there is no function f : R → R that is
continuous on the rationals and discontinuous on the irrationals. First, we need some new
definitions. Let f : R → R be a function.

• The continuity set of f is

C(f) := {x ∈ R | f is continuous at x}.

For example, the continuity set of Thomae’s function from the previous exercise is
R \Q.

• The oscillation of f on a non-empty subset E ⊂ R is

ωf (E) := sup
x∈E

f(x)− inf
x∈E

f(x).
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• The oscillation of f at a fixed x0 ∈ R is

ωf (x0) := inf
δ>0

ωf ((x0 − δ, x0 + δ)).

You will also want to review Exercise 3.53.
(a) Prove that ωf (x0) = 0 if and only if f is continuous at x0.
(b) Fix ϵ > 0. Prove that C(f, ϵ) := {x ∈ R | ωf (x) < ϵ} is an open subset of R.
(c) Find a sequence {O1,O2,O3, . . . } of open subsets of R such that C(f) =

⋂∞
n=1On.

Conclude that C(f) cannot be equal to Q.

4.3 Continuity and Compactness

Theorem 4.21. If f : X → Y is continuous and E ⊂ X is compact, then f(E) ⊂ Y is
compact.

Proof. Let {Oα}α be an open cover of f(E). For each α, f−1(Oα) ⊂ X is open since f is
continuous. If x ∈ E, then since f(x) ∈ E, we have that f(x) ∈ Oα0 for some α0, and
it follows that x ∈ f−1(Oα0). Therefore, {f−1(Oα)}α is an open cover of E. Since E is
compact, there exists a finite subcover {f−1(Oα1), . . . , f

−1(Oαn)} of E. Fix y ∈ f(E). Then
y = f(t) for some t ∈ E. Now t ∈ f−1(Oαk

) for some 1 ≤ k ≤ n because {f−1(Oαj
)}nj=1

covers E. Therefore, y ∈ Oαk
⊂
⋃n

j=1Oαj
. We conclude that {Oα1 , . . . ,Oαn} is a finite

subcover of f(E), so f(E) is compact.

Corollary 4.21.1 (The Extreme Value Theorem). Let f : [a, b] → R be continuous where
a ≤ b. Then there exist c+, c− ∈ [a, b] such that supx∈[a,b] f(x) = f(c+) and infx∈[a,b] f(x) =
f(c−).

Proof. The Heine–Borel Theorem says that [a, b] is compact, so the image f([a, b]) is com-
pact. Hence, f([a, b]) is closed and bounded. Clearly, f([a, b]) is also non-empty since
f(a) ∈ f([a, b]). By Lemma 2.66, supx∈[a,b] f(x) = sup f([a, b]) ∈ f([a, b]) and, similarly,
infx∈[a,b] f(x) ∈ f([a, b]). The desired result follows.

Theorem 4.22. Let X be compact, and let f : X → Y be a continuous bijection. Then the
inverse f−1 : Y → X is continuous.

The standard proof. Denote g = f−1. We want to prove that if E ⊂ X is open, then
g−1(E) = f(E) ⊂ Y is open. Let E ⊂ X be open. Then Ec ⊂ X is closed and hence
compact by Theorem 2.47 since X is compact. Since f is continuous, f(Ec) = f(E)c ⊂ Y is
compact by Theorem 4.21 and hence closed. Therefore, f(E) = (f(E)c)c ⊂ Y is open.

Alternative proof. Let y0 ∈ Y , and suppose by way of contradiction that f−1 is not con-
tinuous at y0. Then there exists ϵ > 0 such that for all δ > 0, there exists y ∈ Y such
that dY (y, y0) < δ and dX(f

−1(y), f−1(y0)) ≥ ϵ. For all n ∈ N, choose yn ∈ Y such that
dY (yn, y0) <

1
n
and dX(f

−1(yn), f
−1(y0)) ≥ ϵ. Then {f−1(yn)} is a sequence in the com-

pact set X, so by the Bolzano–Weierstrass Theorem, there is a convergent subsequence
{f−1(ynk

)}. Using the continuity of f and Theorem 4.9, we see that

y0 = lim
k→∞

ynk
= lim

k→∞
f(f−1(ynk

)) = f( lim
k→∞

f−1(ynk
)).
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Hence, limk→∞ f−1(ynk
) = f−1(y0), which contradicts that dX(f

−1(ynk
), f−1(y0)) ≥ ϵ for all

k ∈ N. Therefore, f−1 must be continuous at y0. Since y0 ∈ Y is arbitrary, f−1 is continuous
on Y .

Definition 4.23. We say that f : X → Y is uniformly continuous on X if for all ϵ > 0,
there exists δ > 0 such that for all x, y ∈ X, dY (f(x), f(y)) < ϵ whenever dX(x, y) < δ.

The definition of uniform continuity is quite similar to the definition of continuity at a
given point x ∈ X. The main difference is that the δ for uniform continuity cannot depend
on x, whereas the δ for continuity can depend on x.

Proposition 4.24. If f : X → Y is uniformly continuous, then f is continuous.

Proof. Let f : X → Y be uniformly continuous. Fix ϵ > 0. By uniform continuity, there
exists δ > 0 such that dY (f(x), f(y)) < ϵ for all x, y ∈ X such that dX(x, y) < δ. Now for
any arbitrary x0 ∈ X, if x ∈ X satisfies dX(x, x0) < δ, then dY (f(x), f(x0)) < ϵ. Hence, f is
continuous at every x0 ∈ X, so f is continuous on X.

Theorem 4.25. If X is compact and f : X → Y is continuous, then f is uniformly contin-
uous.

Proof. Fix ϵ > 0. For each x ∈ X, there exists δx > 0 such that if y ∈ X and dX(y, x) < δx,
then dY (f(y), f(x)) < ϵ. Notice that {Nδx/2(x)}x∈X is an open cover of X. Since X is
compact, we can extract a finite subcover {Nδx1/2

(x1), . . . , Nδxn/2(xn)}. Choose

δ = min
1≤j≤n

δxj

2
> 0.

Let x, y ∈ X such that dX(x, y) < δ. We know that x ∈ Nδxk/2
(xk) for some 1 ≤ k ≤ n since

{Nδxj /2
(xj)}nj=1 covers X. Hence dX(xk, x) <

δxk
2
< δxk

, so dY (f(xk), f(x)) < ϵ. Now

dX(xk, y) ≤ dX(xk, x) + dX(x, y) <
δxk

2
+ δ <

δxk

2
+
δxk

2
= δxk

,

so dY (f(xk), f(y)) < ϵ also. Therefore,

dY (f(x), f(y)) ≤ dY (f(x), f(xk)) + dY (f(xk), f(y)) < 2ϵ,

proving that f is uniformly continuous.

Exercise 4.26. Prove the Extreme Value Theorem directly from the Bolzano–Weierstrass
Theorem and the definition of continuity.

Exercise 4.27. Let S ⊂ X be non-empty. The diameter of S is diam(S) := supx,y∈S d(x, y).
(a) Prove that if S is bounded, then diam(S) <∞.
(b) Prove that if S is compact, then there exist x0, y0 ∈ S such that d(x0, y0) = diam(S).
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Exercise 4.28. Throughout this exercise, S and T are non-empty subsets of the same metric
space. Under these conditions, we define dist(S, T ) := infx∈S,y∈T d(x, y) (review Exercise
2.52).

(a) Prove that if S and T are compact, then there exist x ∈ S and y ∈ T such that
d(x, y) = dist(S, T ).

(b) Construct an example of a compact set S and a closed set T where there is no x ∈ S,
y ∈ T such that d(x, y) = dist(S, T ). Hence, the result of part (a) requires both sets to be
compact. (Hint: the solution I am thinking of uses the metric space ℓ1 from Exercise 3.52.
Do not try to use Rn as your metric space; it does not work.)

(c) Prove that if S ⊂ Rn is compact and T ⊂ Rn is closed, then there exists x ∈ S and
y ∈ T such that d(x, y) = dist(S, T ).

Exercise 4.29. Let K be a non-empty compact set, and let f : K → K such that
d(f(x), f(y)) < d(x, y) for all distinct x, y ∈ K. Prove that there exists a unique x ∈ K such
that f(x) = x. Hint: think about infx∈K d(x, f(x)).

Exercise 4.30. Let K be a compact set and f : K → K such that d(f(x), f(y)) ≥ d(x, y)
for all x, y ∈ K.

(a) For all n ∈ N, let fn be f composed with itself n times (i.e. fn = f ◦ · · · ◦ f︸ ︷︷ ︸
n times

). Fix

x ∈ K, and consider the sequence {fn(x)}n. Prove that there exists a subsequence {fnk
(x)}k

that converges to x.
(b) Show that for any x, y ∈ K, there exists an increasing sequence of indices {nk}k such

that {fnk
(x)}k converges to x and {fnk

(y)}k converges to y. (Note: as far as I know, this
part requires a slight strengthening of part (a). Look at how you construct {nk}k in part
(a)—the construction should be the same no matter which fixed x ∈ K we use.)

(c) Hence, prove that d(x, y) ≥ d(f(x), f(y)), which implies that d(f(x), f(y)) = d(x, y).
(d) Prove that f is bijective.

Exercise 4.31. A metric space (X, dX) is called locally compact if for every x ∈ X, there
exists r > 0 and a compact K ⊂ X such that Nr(x) ⊂ K. Suppose X and Y are locally
compact, and suppose f : X → Y is a continuous bijection such that the pre-image of any
compact set is compact. Prove that the inverse f−1 : Y → X is continuous.

Exercise 4.32. Give an example of a continuous and bounded function f : R → R that is
not uniformly continuous.

Exercise 4.33 (Continuous Extension Theorem). Let X, Y be metric spaces where Y is
complete. Let E ⊂ X, and suppose f : E → Y is uniformly continuous. Prove that there
exists a unique continuous g : E → Y such that g(x) = f(x) for all x ∈ E. We call g a
continuous extension of f .

Exercise 4.34 (Real Exponents). Fix b > 0, and let f : Q → R be the map f(q) = bq (recall
Exercise 1.24).

(a) For all n ∈ N, show that f is uniformly continuous on Qn := Q ∩ [−n, n].
(b) Using the Continuous Extension Theorem (Exercise 4.33), prove that there exists a

unique continuous function g : R → R such that g(x) = f(x) for all x ∈ Q. We now define
bx := g(x) for all x ∈ R.

80



(c) Prove that bx+y = bxby for all x, y ∈ R. Hint: this identity holds for x, y ∈ Q; how
can we extend it to x, y ∈ R?

(d) Fix b, c > 0. Prove that (bc)x = bxcx for all x ∈ R.
(e) Show that bx > 0 for all x ∈ R.

Exercise 4.35. Suppose f : R → R is continuous and satisfies f(x + y) = f(x)f(y) for all
x, y ∈ R. Let b = f(1). Prove that f(x) = bx for all x ∈ R.

4.4 Continuity and Connectedness

Theorem 4.36. If f : X → Y is continuous and E ⊂ X is connected, then f(E) ⊂ Y is
connected.

Proof. Suppose f : X → Y is continuous and E ⊂ X is connected. By Corollary 2.65.1, it
suffices to show that f(E) is a connected metric space. To do this, we use Exercise 2.68.
Suppose, by way of contradiction, that f(E) is not connected. Then there exists a non-
empty proper subset S of f(E) that is both open and closed. Since f is continuous on X,
f is also continuous on E, so f−1(S) ⊂ E is both open and closed. We know that f−1(S)
is non-empty since S is non-empty and S ⊂ f(E). Also, f−1(S) ̸= E, for if f−1(S) = E,
then f(E) = f(f−1(S)) ⊂ S, contradicting that S ̸= f(E). Therefore, E is not connected
because f−1(S) is a non-empty proper subset of E that is both open and closed. This is a
contradiction, so f(E) must be connected.

Corollary 4.36.1 (The Intermediate Value Theorem). Let f : [a, b] → R be continuous
where a ≤ b. If y ∈ R is between f(a) and f(b) inclusive, then there exists x ∈ [a, b] such
that f(x) = y.

Proof. Without loss of generality, suppose f(a) ≤ f(b). If x, y ∈ [a, b] and x < y, then
a ≤ x < z < y ≤ b for any z ∈ (x, y), so (x, y) ⊂ [a, b]. Hence, [a, b] is connected by
Theorem 2.67. Since f is continuous and [a, b] is connected, f([a, b]) must be connected by
Theorem 4.36. Let f(a) ≤ y ≤ f(b). If y = f(a) or y = f(b), then clearly y ∈ f([a, b]). If
f(a) < y < f(b), then (f(a), f(b)) ⊂ f([a, b]) by Theorem 2.67, so y ∈ (f(a), f(b)) ⊂ f([a, b]).
Therefore, y ∈ f([a, b]) in all cases, so there exists x ∈ [a, b] such that f(x) = y.

Exercise 4.37. Prove the Intermediate Value Theorem directly from the supremum property
of R and the definition of continuity.

Exercise 4.38. Let X be a metric space, and let Y be the set {0, 1} equipped with the
discrete metric

d(x, y) =

{
1 if x ̸= y

0 if x = y.

Prove that X is connected if and only if every continuous function f : X → Y is constant.

Exercise 4.39. A metric space X is path-connected if for all x, y ∈ X, there exists a
continuous function f : [0, 1] → X such that f(0) = x and f(1) = y. Prove that every
path-connected set is connected.
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Exercise 4.40. Let f : R → R be continuous. The graph of f is Gf := {(x, f(x)) | x ∈ R},
which is a subset of R2. Prove that Gf is path-connected.

Exercise 4.41. Prove that if f : X → Y is continuous and X is path-connected, then f(X)
is path-connected.

4.5 One-Sided Limits and Monotonic Functions

Fix real numbers a < b.

Definition 4.42 (One-Sided Limits). Let f : (a, b) → R; c1 ∈ [a, b); c2 ∈ (a, b]; and
L+, L− ∈ R. We say that

lim
x→c+1

f(x) = L+

if for all ϵ > 0, there exists δ > 0 such that |f(x) − L+| < ϵ whenever 0 < x − c1 < δ.
Similarly, we say that

lim
x→c−2

f(x) = L−

if for all ϵ > 0, there exists δ > 0 such that |f(x)− L−| < ϵ whenever 0 < c2 − x < δ.

For any c1 ∈ [a, b), we can view [c1, b) as its own metric space. Then the one-sided
limit limx→c+1

f(x) as we have defined it above is the same as the limit limx→c1 f(x) taken

in the metric space [c1, b). Similarly, if c2 ∈ (a, b], then limx→c−2
f(x) is equivalent to the

limit limx→c2 f(x) taken in the metric space (a, c2]. As a result, the limit laws that hold for
sequences of real numbers also hold analogously for one-sided limits by Theorem 4.2.

Note that the condition “0 < |x−c| < δ” is equivalent to “0 < x−c < δ or 0 < c−x < δ”.
This observation immediately implies the following result:

Proposition 4.43. Let f : (a, b) → R and c ∈ (a, b). Then limx→c f(x) exists if and only if
limx→c− f(x) and limx→c+ f(x) both exist and are equal. In that case, we have

lim
x→c

f(x) = lim
x→c−

f(x) = lim
x→c+

f(x).

Definition 4.44. We call f : (a, b) → R monotonically increasing if f(x) ≤ f(y) for all
x, y ∈ (a, b) such that x ≤ y. Similarly, f is monotonically decreasing if f(x) ≥ f(y) for all
x, y ∈ (a, b) such that x ≤ y. We say that f is monotone if f is monotonically increasing or
monotonically decreasing.

Remark. Note that the zero function x 7→ 0 on R is both monotonically increasing and
monotonically decreasing.

Theorem 4.45. Let f : (a, b) → R be monotonically increasing. Let u, v, c ∈ (a, b) such that
u < c < v. Then

f(u) ≤ sup
x<c

f(x) = lim
x→c−

f(x) ≤ f(c) ≤ lim
x→c+

f(x) = inf
x>c

f(x) ≤ f(v).
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Proof. Let
A = {f(x) | x ∈ (a, c)}

and
B = {f(x) | x ∈ (c, b)}.

Then A and B are non-empty since f(u) ∈ A and f(v) ∈ B. Since f is monotonically
increasing, A is bounded above by f(c), and B is bounded below by f(c). Therefore,
supx<c f(x) = sup(A) exists and infx>c f(x) = inf(B) exists. Moreover, it is clear that

f(u) ≤ sup
x<c

f(x) ≤ f(c) ≤ inf
x>c

f(x) ≤ f(v).

Now we just need to show that limx→c− f(x) = supx>c f(x) and limx→c+ f(x) = infx<c f(x).
Let s = supx<c f(x) = sup(A). Fix ϵ > 0. Then there exists y0 ∈ A such that s− ϵ < y0 ≤ s.
Since y0 ∈ A, there exists x0 ∈ (a, c) such that f(x0) = y0. Now let δ = c − x0 > 0,
and suppose 0 < c − x < δ where x ∈ (a, b). Then x0 = c − δ < x, so f(x0) ≤ f(x)
since f is monotonically increasing. Hence, s − ϵ < f(x0) ≤ f(x) ≤ s, so |s − f(x)| < ϵ.
Therefore, limx→c− f(x) = s = supx<c f(x). The proof that limx→c+ f(x) = infx>c f(x)
proceeds similarly.

Theorem 4.46. If f : (a, b) → R is monotonically increasing, then the set of discontinuities
of f is denumerable.

Proof. Let S = {c ∈ (a, b) | f is discontinuous at c}. We will associate every c ∈ S with a
unique rational number; this defines an injective map ϕ : S → Q. Since Q is countable, the
result follows.

Suppose f is discontinuous at c ∈ (a, b). Theorem 4.45 implies that limx→c− f(x) ≤
limx→c+ f(x). By way of contradiction, suppose that limx→c− f(x) = limx→c+ f(x). Then
Theorem 4.45 implies that limx→c− f(x) = f(c) = limx→c+ f(x). Hence, Proposition 4.43
says that limx→c f(x) = f(c), which means f is continuous at c by Theorem 4.7. This is a
contradiction, so it must be that limx→c− f(x) < limx→c+ f(x). Let L− = limx→c− f(x) and
L+ = limx→c+ f(x).

If L− < f(c), then there exists q ∈ Q such that L− < q < f(c), and we put ϕ(c) = q.
On the other hand, if L− = f(c), then f(c) = L− < L+, so there exists r ∈ Q such that

f(c) < r < L+. Put ϕ(c) = r in this case.
Notice that L− < ϕ(c) < L+ in all cases. Thus, we have defined a map ϕ : S → Q

such that limx→c− f(x) < ϕ(c) < limx→c+ f(x) for all c ∈ S. We just need to show that ϕ
is injective. Suppose c, d ∈ S are distinct. Without loss of generality, we may assume that
c < d. Pick t ∈ (a, b) such that c < t < d. Then by Theorem 4.45,

ϕ(c) < lim
x→c+

f(x) ≤ f(t) ≤ lim
x→d−

f(x) < ϕ(d).

Therefore, ϕ is injective.

Theorems 4.45 and 4.46 have analogues for monotonically decreasing functions, too—the
reader should be able to guess what they are.
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5 Differentiation

Fix real numbers a < b.

5.1 Definition of the Derivative

Definition 5.1. Let f : (a, b) → R and c ∈ (a, b). Then f is differentiable at c if the limit

lim
x→c

f(x)− f(c)

x− c

exists. The value of this limit is denoted f ′(c) and is called the derivative of f at c.
If f is differentiable at every c ∈ (a, b), then we say that f is differentiable (on (a, b)).

In this case, the derivative of f is the function f ′ : (a, b) → R defined by f ′(x0) =

limx→x0

f(x)−f(x0)
x−x0

for all x0 ∈ (a, b).

Derivatives help us approximate functions locally. Indeed, f : (a, b) → R is differentiable
at c if and only if there exists D ∈ R and r : (a, b) → R such that

f(x) = f(c) +D(x− c) + r(x)

and limx→c
r(x)
x−c

= 0. If D and r exist, then f ′(c) = D. Hence, if f is differentiable at c, then
we have the linear approximation f(x) ≈ f(c) + f ′(c)(x− c) when x is close to c.

If f ′ itself is differentiable, then the derivative of f ′ is denoted f ′′ and is called the second
derivative of f . In general, we can define repeated derivatives of f recursively as follows:

Definition 5.2. Let f : (a, b) → R. Define f (0) = f . For any integer n ≥ 0, if f (n) : (a, b) →
R is differentiable, then we define f (n+1) = (f (n))′. We say that f is n-times differentiable if
f (n) exists. If f (n) exists for all n ≥ 0, then f is infinitely differentiable.

Proposition 5.3. If f : (a, b) → R is differentiable at c ∈ (a, b), then f is continuous at c.

Proof. Observe that

lim
x→c

[f(x)− f(c)] = lim
x→c

(x− c)

(
f(x)− f(c)

x− c

)
= lim

x→c
(x− c) lim

x→c

f(x)− f(c)

x− c

= 0f ′(c)

= 0.

Hence,

lim
x→c

f(x) = lim
x→c

(f(c) + f(x)− f(c)) = lim
x→c

f(c) + lim
x→c

(f(x)− f(c)) = f(c) + 0 = f(c),

so f is continuous at c by Theorem 4.7.

Note, however, that differentiability at a point does not imply continuity in a neighbour-
hood around that point.
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Example 5.4. Consider f : R → R defined by

f(x) =

{
x2 if x ∈ Q
−x2 if x ̸∈ Q.

We will show that f is differentiable at 0 and discontinuous at every non-zero point. First,
note that

0 ≤
∣∣∣∣f(x)x

∣∣∣∣ ≤ ∣∣∣∣x2x
∣∣∣∣ = |x|

for all x ̸= 0. Since limx→0 0 = limx→0 |x| = 0, the Squeeze Theorem yields that

lim
x→0

∣∣∣∣f(x)x
∣∣∣∣ = 0.

Using Proposition 3.4 and Theorem 4.2, we can show that

lim
x→0

f(x)− f(0)

x− 0
= lim

x→0

f(x)

x
= 0.

Hence, f is differentiable at 0.
Suppose c ̸= 0 is rational. Then by Theorem 1.26, c is a limit point of the set of irrational

numbers. Hence, there is a sequence {xn} of irrational numbers such that limn→∞ xn = c.
Now note that

lim
n→∞

f(xn) = lim
n→∞

−x2n = − lim
n→∞

xn lim
n→∞

xn = −c2 ̸= f(c) = c2.

since c is non-zero. Therefore, f is not continuous at c by Theorems 4.2 and 4.7.
If c ̸= 0 is irrational, then by Theorem 1.25, c is a limit point of the set of rational

numbers. We can then proceed in the same way as the previous paragraph to show that f
is discontinuous at c.

Proposition 5.5. Suppose f : (a, b) → R and g : (a, b) → R are differentiable at c ∈ (a, b).
Then:

(a) (f + g)′(c) = f ′(c) + g′(c).
(b) (f − g)′(c) = f ′(c)− g′(c).
(c) (αf)′(c) = αf ′(c) for any α ∈ R.
(d) (fg)′(c) = f ′(c)g(c) + f(c)g′(c).
(e) (f

g
)′(c) = 1

[g(c)]2
(f ′(c)g(c)− f(c)g′(c)) if g(c) ̸= 0.

Proof. These are all direct computations.
(a)

(f + g)′(c) = lim
x→c

f(x) + g(x)− (f(c) + g(c))

x− c

= lim
x→c

(
f(x)− f(c)

x− c
+
g(x)− g(c)

x− c

)
= f ′(c) + g′(c).
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(b)

(f − g)′(c) = lim
x→c

f(x)− g(x)− (f(c)− g(c))

x− c

= lim
x→c

(
f(x)− f(c)

x− c
− g(x)− g(c)

x− c

)
= f ′(c)− g′(c).

(c)

(αf)′(c) = lim
x→c

αf(x)− αf(c)

x− c
= lim

x→c
α

(
f(x)− f(c)

x− c

)
= αf ′(c).

(d) Since f is differentiable at c, f is continuous at c, so limx→c f(x) = f(c). Hence,

(fg)′(c) = lim
x→c

f(x)g(x)− f(c)g(c)

x− c

= lim
x→c

f(x)g(x)− f(x)g(c) + f(x)g(c)− f(c)g(c)

x− c

= lim
x→c

(
f(x)

g(x)− g(c)

x− c
+ g(c)

f(x)− f(c)

x− c

)
= lim

x→c
f(x) lim

x→c

g(x)− g(c)

x− c
+ g(c) lim

x→c

f(x)− f(c)

x− c

= f(c)g′(c) + g(c)f ′(c).

(e) Note that limx→c g(x) = g(c) since g is differentiable and hence continuous at c. If
g(c) ̸= 0, then(

f

g

)′

(c) = lim
x→c

f(x)
g(x)

− f(c)
g(c)

x− c

= lim
x→c

f(x)g(c)− f(c)g(x)

g(x)g(c)(x− c)

= lim
x→c

1

g(x)g(c)
lim
x→c

f(x)g(c)− f(c)g(x)

x− c

=
1

g(c)2
lim
x→c

f(x)g(c)− f(c)g(c) + f(c)g(c)− f(c)g(x)

x− c

=
1

g(c)2
lim
x→c

(
g(c)

f(x)− f(c)

x− c
− f(c)

g(x)− g(c)

x− c

)
=

1

g(c)2
[g(c)f ′(c)− f(c)g′(c)].

Theorem 5.6 (The Chain Rule). Let g : (a, b) → R be differentiable at c ∈ (a, b). Let E ⊂ R
be an open interval containing the image of g, and suppose f : E → R is differentiable at
g(c). Then f ◦ g : (a, b) → R is differentiable at c, and

(f ◦ g)′(c) = f ′(g(c))g′(c).
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Proof. Since g is differentiable at c, there exists r1 : (a, b) → R such that limx→c
r1(x)
x−c

= 0
and

g(x) = g(c) + g′(c)[x− c] + r1(x)

for all x ∈ (a, b). Similarly, since f is differentiable at g(c), there exists r2 : E → R such

that limy→g(c)
r2(y)
y−g(c)

= 0 and

f(y) = f(g(c)) + f ′(g(c))[y − g(c)] + r2(y)

for all y ∈ E. Putting y = g(x) for x ∈ (a, b) gives

f(g(x)) = f(g(c)) + f ′(g(c))[g(x)− g(c)] + r2(g(x))

= f(g(c)) + f ′(g(c))g′(c)[x− c] + f ′(g(c))r1(x) + r2(g(x)).

It suffices to show that

lim
x→c

f ′(g(c))r1(x) + r2(g(x))

x− c
= 0.

Clearly

lim
x→c

f ′(g(c))r1(x)

x− c
= f ′(g(c)) lim

x→c

r1(x)

x− c
= 0,

so now we are left with proving that limx→c
r2(g(x))
x−c

= 0. Since limx→c
g(x)−g(c)

x−c
= g′(c), there

exists δ1 > 0 such that ∣∣∣∣g(x)− g(c)

x− c
− g′(c)

∣∣∣∣ < 1

whenever 0 < |x− c| < δ1. Hence,

[1− g′(c)](x− c) < g(x)− g(c) < [1 + g′(c)](x− c)

whenever 0 < |x− c| < δ1. Letting M = 1 +max{|1− g′(c)|, |1 + g′(c)|} > 0, we see that

|g(x)− g(c)| < M |x− c|

whenever 0 < |x − c| < δ1. Fix ϵ > 0. Since limy→g(c)
r2(y)
y−g(c)

= 0, there exists δ2 > 0 such
that ∣∣∣∣ r2(y)

y − g(c)

∣∣∣∣ < ϵ

M

whenever 0 < |y−g(c)| < δ2. Therefore, |r2(y)| ≤ ϵ
M
|y−g(c)| whenever |y−g(c)| < δ2. Since

g is continuous at c, there exists δ3 > 0 such that |g(x) − g(c)| < δ2 whenever |x − c| < δ2.
Let δ = min{δ1, δ3} > 0, and suppose 0 < |x − c| < δ. Then |g(x) − g(c)| < δ2 since
|x− c| < δ3. Hence, |r2(g(x))| ≤ ϵ

M
|g(x)− g(c)|. Finally, since 0 < |x− c| < δ1, we have that

|r2(g(x))| < ϵ
M
M |x− c| = ϵ|x− c|. Since |x− c| > 0, we can divide by |x− c| on both sides

of the inequality to obtain that∣∣∣∣r2(g(x))x− c
− 0

∣∣∣∣ = ∣∣∣∣r2(g(x))x− c

∣∣∣∣ < ϵ.

Therefore, limx→c
r2(g(x))
x−c

= 0.
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Now let’s compute some actual derivatives, so that we have some concrete differentiable
functions that we can apply the rules of differentiation to. We will look at the power functions
f(x) = xn where n ∈ Z. Calculus students will recognize the following results as special
cases of the “power rule”.

Proposition 5.7. If f : R → R is a constant function, then f ′(x) = 0 for all x ∈ R.

Proof. Suppose there exists c ∈ R such that f(x) = c for all x ∈ R. Fix x0 ∈ R. Then

f ′(x0) = lim
x→x0

f(x)− f(x0)

x− x0
= lim

x→x0

c− c

x− x0
= lim

x→x0

0 = 0.

In order for the next proposition to make sense, we need to clarify what 00 means. (In
general, if x ̸= 0, then x0 = x1−1 = x

x
= 1, but this reasoning does not apply if x = 0.) By

convention, we define 00 := 1. There are a few reasons why this definition would make sense:

• For any x ∈ R and n ∈ N, we define xn as the “repeated multiplication” xn =
∏n

k=1 x.
If n = 0, this product becomes the “empty product” which is equal to 1 by convention.
This reasoning should apply even if x = 0.

• As a result of the previous bullet point, all exponent laws that hold for non-zero bases
hold even if the base is zero (as long as no “division by zero” is involved).

• We already know that x0 = 1 for all real numbers x other than 0. It would be the
most convenient choice to define 00 to equal 1 also, so that we can always write x0 = 1
without any exceptions.

• Defining 00 = 1 makes the function f(x) = x0 continuous on all of R.

Proposition 5.8. Fix n ∈ N, and let f(x) = xn for all x ∈ R. Then f ′(x) = nxn−1 for all
x ∈ R.

Proof. Fix x0 ∈ R. For all x ∈ R, we have that

(x− x0)
n−1∑
k=0

xkxn−1−k
0 =

n−1∑
k=0

xk+1xn−1−k
0 −

n−1∑
k=0

xkxn−k
0

= xn − xn0 +
n−2∑
k=0

xk+1xn−1−k
0 −

n−1∑
k=1

xkxn−k
0

(because y0 = 1 for all real numbers y, including y = 0)

= xn − xn0 +
n−1∑
j=1

x(j−1)+1x
n−1−(j−1)
0 −

n−1∑
k=1

xkxn−k
0

= xn − xn0 +
n−1∑
j=1

xjxn−j
0 +

n−1∑
k=1

xkxn−k
0
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= xn − xn0 .

Therefore,

f ′(x0) = lim
x→x0

f(x)− f(x0)

x− x0

= lim
x→x0

n−1∑
k=0

xkxn−1−k
0

=
n−1∑
k=0

lim
x→x0

xkxn−1−k
0 since the sum is finite

=
n−1∑
k=0

xk0x
n−1−k
0 by Proposition 4.5(c) and induction

= nxn−1
0 .

Proposition 5.9. Fix n ∈ N, and let f(x) = x−n for all x ∈ R\{0}. Then f ′(x) = −nx−n−1

for all x ∈ R \ {0}.

Proof. Let g(x) = 1 and h(x) = xn for all x ∈ R. Then f(x) = g(x)
h(x)

and h(x) ̸= 0 for all

x ∈ R \ {0}. Hence,

f ′(x) =
(g
h

)′
(x) =

g′(x)h(x)− g(x)h′(x)

[h(x)]2
=

0xn − 1nxn−1

x2n
= −nxn−1−2n = −nx−n−1

for all x ∈ R \ {0}.

Exercise 5.10 (Philosophy of Definitions). Let f : R → R such that f(x) = x. If we had
defined 00 to be equal to 0 instead of 1, would the value of f ′(0) change? If not, what would
change?

Exercise 5.11. Prove that f(x) =
√
x is differentiable for all x > 0.

Exercise 5.12 (2011 Putnam Problem B3). Let f and g be real-valued functions defined
on an open interval containing 0, with g nonzero and continuous at 0. If fg and f

g
are

differentiable at 0, must f be differentiable at 0?

Exercise 5.13. Construct a function g : R → R that is differentiable at exactly two points
and discontinuous everywhere else.

5.2 The Mean Value Theorem

The Mean Value Theorem is probably the most important theorem concerning differentiation.
It formalizes the relationship between “derivative” and “rate of change”. For example, we
can informally deduce that a function whose derivative is zero everywhere must be a constant
function, since such a function must have “zero rate of change” at every point. The Mean
Value Theorem allows us to formally prove this fact.
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Definition 5.14. We say that f : (a, b) → R has a local minimum (respectively local
maximum) at c ∈ (a, b) if there exists r > 0 such that f(x) ≥ f(c) (respectively f(x) ≤ f(c))
whenever |x− c| < r. A local extremum is a local minimum or a local maximum.

Theorem 5.15 (Fermat’s Theorem). If f : (a, b) → R has a local extremum at c ∈ (a, b)
and is differentiable at c, then f ′(c) = 0.

Proof. Suppose c is a local minimum. Pick r > 0 such that f(x) ≥ f(c) whenever |x−c| < r.

Then f(x)−f(c)
x−c

≥ 0 for all c < x < c+ r and f(x)−f(c)
x−c

≤ 0 for all c− r < x < c. Therefore,

f ′(c) = lim
x→c+

f(x)− f(c)

x− c
≥ 0

and

f ′(c) = lim
x→c−

f(x)− f(c)

x− c
≤ 0,

so f ′(c) = 0. A similar argument works if c is instead a local maximum.

Theorem 5.16 (Rolle’s Theorem). Let f : [a, b] → R be continuous on [a, b] and differen-
tiable on (a, b). Suppose f(a) = f(b). Then there exists c ∈ (a, b) such that f ′(c) = 0.

Proof. Since f is continuous on [a, b], the Extreme Value Theorem says that there exists
c−, c+ ∈ [a, b] such that f(c−) ≤ f(x) ≤ f(c+) for all x ∈ [a, b]. If c− ∈ (a, b), then f has a
local minimum at c−, so f

′(c−) = 0 by Fermat’s Theorem. Similarly, if c+ ∈ (a, b), then f has
a local maximum at c+, so f

′(c+) = 0 by Fermat’s Theorem. The only remaining possibility
is that c−, c+ ∈ {a, b}. Since f(a) = f(b), we must have that f(a) = f(b) = f(c−) = f(c+).
Therefore, f(c−) ≤ f(x) ≤ f(c+) = f(c−) for all x ∈ [a, b], so f is constant on [a, b].
Therefore, f ′(a+b

2
) = 0 since a+b

2
∈ (a, b).

Theorem 5.17 (Cauchy’s Mean Value Theorem). Let f, g : [a, b] → R be continuous on
[a, b] and differentiable on (a, b). Then there exists c ∈ (a, b) such that

f ′(c)[g(b)− g(a)] = g′(c)[f(b)− f(a)].

Proof. Define h(x) = f(x)[g(b)− g(a)]− g(x)[f(b)− f(a)] for all x ∈ [a, b]. Then

h(a) = f(a)[g(b)− g(a)]− g(a)[f(b)− f(a)] = f(a)g(b)− g(a)f(b)

and

h(b) = f(b)[g(b)− g(a)]− g(b)[f(b)− f(a)] = −f(b)g(a) + g(b)f(a) = h(a).

Since f and g are continuous on [a, b] and differentiable on (a, b), so is h. Therefore, by
Rolle’s Theorem, there exists c ∈ (a, b) such that h′(c) = 0. Now

h′(x) = f ′(x)[g(b)− g(a)]− g′(x)[f(b)− f(a)]

for all x ∈ (a, b), so 0 = h′(c) = f ′(c)[g(b) − g(a)] − g′(c)[f(b) − f(a)]. The desired result
follows.
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Corollary 5.17.1 (The Mean Value Theorem). Let f : [a, b] → R be continuous on [a, b]
and differentiable on (a, b). Then there exists c ∈ (a, b) such that

f ′(c) =
f(b)− f(a)

b− a
.

Proof. Define g : [a, b] → R by g(x) = x. Then g is continuous on [a, b] and g′(c) = 1 for all
c ∈ (a, b). By Cauchy’s Mean Value Theorem, there exists c ∈ (a, b) such that

f ′(c)(b− a) = f ′(c)[g(b)− g(a)] = g′(c)[f(b)− f(a)] = f(b)− f(a).

Hence, f ′(c) = f(b)−f(a)
b−a

.

Definition 5.18. We call f : (a, b) → R strictly increasing (resp. strictly decreasing) if
f(x) < f(y) (resp. f(x) > f(y)) for all x, y ∈ (a, b) such that x < y.

Proposition 5.19. Suppose f : (a, b) → R is differentiable.
(a) If f ′(x) = 0 for all x ∈ (a, b), then f is constant.
(b) If f ′(x) > 0 for all x ∈ (a, b), then f is strictly increasing.
(c) If f ′(x) < 0 for all x ∈ (a, b), then f is strictly decreasing.
(d) If f ′(x) ≥ 0 for all x ∈ (a, b), then f is monotonically increasing.
(e) If f ′(x) ≤ 0 for all x ∈ (a, b), then f is monotonically decreasing.

Proof. Let x, y ∈ (a, b) be distinct. Without loss of generality, suppose x < y. By the Mean
Value Theorem, there exists c ∈ (x, y) such that

f(y)− f(x)

y − x
= f ′(c).

That is, f(y) − f(x) = (y − x)f ′(c). Hence, f(y) − f(x) has the same sign as f ′(c) since
y − x > 0, so all parts of the proposition simultaneously follow.

Exercise 5.20. Let f : (a, b) → R be twice differentiable, and suppose there exists c ∈ (a, b)
such that f ′(c) = 0 and f ′′(c) > 0. Prove that f has a local minimum at c.

Exercise 5.21. Let f : (a, b) → R be continuous on (a, b) and differentiable on (a, c)∪ (c, b).
Suppose limx→c f

′(x) exists. Prove that f is differentiable at c and that limx→c f
′(x) = f ′(c).

Exercise 5.22. Let f : [0,∞) → [0,∞) be continuous. Suppose f(0) = 0, and suppose f
is differentiable on (0,∞) with |f ′(x)| ≤ f(x) for all x > 0. Prove that f(x) = 0 for all
x ≥ 0. (Hint: take s = supx∈[0, 1

2
] f(x), and prove that s = 0. Then f is identically zero on

the interval [0, 1
2
]. Now repeat this argument for the intervals [1

2
, 1], [1, 3

2
], and so on.)

5.3 Lipschitz Continuity

Definition 5.23. Let (X, dX) and (Y, dY ) be metric spaces, and let f : X → Y . Define

S = {c ≥ 0 | dY (f(x), f(y)) ≤ cdX(x, y) for all x, y ∈ X} ⊂ R.

We say that f : X → Y is Lipschitz continuous (on X) if S is non-empty. If f is Lipschitz
continuous, its Lipschitz constant is inf(S).
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Proposition 5.24. If f : X → Y is Lipschitz continuous, then f is uniformly continuous.

Proof. Suppose f : X → Y is Lipschitz continuous. Then there exists c ≥ 0 such that
dY (f(x), f(y)) ≤ cdX(x, y) for all x, y ∈ X. Let ϵ > 0, and choose δ = ϵ

c+1
> 0. If

dX(x, y) < δ, then

dY (f(x), f(y) ≤ cdX(x, y) ≤ cδ =
c

c+ 1
ϵ < ϵ.

Hence, f is uniformly continuous.

Proposition 5.25. For any x0 ∈ X, the function f : X → R defined by f(x) = dX(x, x0) is
Lipschitz continuous.

Proof. Fix x0 ∈ X. Then

|f(x)− f(y)| = |dX(x, x0)− dX(y, x0)| ≤ dX(x, y)

for all x, y ∈ X by the Reverse Triangle Inequality (Proposition 2.14). Hence, f is Lipschitz
continuous.

Theorem 5.26. Suppose f : (a, b) → R is differentiable. Then f is Lipschitz contin-
uous if and only if supx∈(a,b) |f ′(x)| < ∞, in which case the Lipschitz constant of f is
supx∈(a,b) |f ′(x)|.

Proof. Suppose supx∈(a,b) |f ′(x)| < ∞. Let s = supx∈(a,b) |f ′(x)|, and fix x, y ∈ (a, b). We
claim that |f(x) − f(y)| ≤ s|x − y|. If x = y, then clearly |f(x) − f(y)| = 0 ≤ s|x − y|.
Now suppose x ̸= y. Then by the Mean Value Theorem, there exists z between x and y such
that f ′(z) = f(x)−f(y)

x−y
. Since |f(x)−f(y)

x−y
| = |f ′(z)| ≤ s, it follows that |f(x)− f(y)| ≤ s|x− y|.

Therefore, f is Lipschitz continuous.
Conversely, suppose f is Lipschitz continuous. Then the set

S = {c ≥ 0 : |f(x)− f(y)| ≤ c|x− y| for all x, y ∈ (a, b)}

is non-empty. Pick c ∈ S. Then ∣∣∣∣f(x)− f(y)

x− y

∣∣∣∣ ≤ c

for all x, y ∈ (a, b) such that x ̸= y. As a consequence of Proposition 3.9(e) and Theorem
4.2, we have that

lim
x→x0

∣∣∣∣f(x)− f(x0)

x− x0

∣∣∣∣ = ∣∣∣∣ limx→x0

f(x)− f(x0)

x− x0

∣∣∣∣ = |f ′(x0)|.

On the other hand,

lim
x→x0

∣∣∣∣f(x)− f(x0)

x− x0

∣∣∣∣ ≤ c

since |f(x)−f(x0)
x−x0

| ≤ c for all x ̸= x0. Therefore, |f ′(x0)| ≤ c, so supx∈(a,b) |f ′(x)| ≤ c <∞.
Since c is an arbitrary element of S, we know that

sup
x∈(a,b)

|f ′(x)| ≤ inf(S).

On the other hand, in the first paragraph, we proved that supx∈(a,b) |f ′(x)| ∈ S. Therefore,
supx∈(a,b) |f ′(x)| = inf(S), so supx∈(a,b) |f ′(x)| is the Lipschitz constant of f .
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Theorem 5.27. Let f : [a, b] → R be continuous. Suppose f is differentiable everywhere
on (a, b) except at finitely many points x1 < x2 < · · · < xn. Let x0 = a and xn+1 = b, and
suppose si = supx∈(xi−1,xi)

|f ′(x)| is finite for all 1 ≤ i ≤ n + 1. Put M = max1≤i≤n+1 si.
Then |f(x)− f(y)| ≤M |x− y| for all x, y ∈ [a, b].

Proof. Without loss of generality, suppose x ≤ y. If there exists 1 ≤ i ≤ n + 1 such that x
and y are both in [xi−1, xi], then by Theorem 5.26, |f(x) − f(y)| ≤ si(x − y) ≤ M(x − y).
Otherwise, there exists 0 ≤ j ≤ k ≤ n+ 1 such that x ≤ xj < xj+1 < · · · < xk ≤ y. Then

|f(x)− f(y)| ≤ |f(x)− f(xj)|+
k∑

i=j+1

|f(xi)− f(xi−1)|+ |f(xk)− f(y)|

≤ sj(xj − x) +
k∑

i=j+1

si(xi − xi−1) + sk+1(y − xk) by Theorem 5.26

≤M(xj − x) +
k∑

i=j+1

M(xi − xi−1) +M(y − xk)

=M(y − x).

Exercise 5.28. If f : X → Y is Lipschitz continuous and g : Y → Z is Lipschitz continuous,
is g ◦ f : X → Z Lipschitz continuous?

5.4 The Intermediate Value Theorem for Derivatives

The following theorem shows that the derivative of a function always satisfies the conclusion
of the Intermediate Value Theorem, without assuming that the derivative itself is continuous.

Theorem 5.29 (Darboux). Let f : (a, b) → R be differentiable, and let c, d ∈ (a, b) such
that c < d. Then for any y0 ∈ R between f ′(c) and f ′(d) inclusive, there exists x0 ∈ [c, d]
such that y0 = f ′(x0).

Proof. Let g(x) = f(x)− y0x for all x ∈ (a, b). Then g′(x) = f ′(x)− y0 for all x ∈ (a, b). We
just need to show that there exists x0 ∈ [c, d] such that g′(x0) = 0.

Without loss of generality, suppose f ′(c) ≤ f ′(d). Observe that g′(c) = f ′(c) − y0 ≤ 0
and g′(d) = f ′(d) − y0 ≥ 0. If g′(c) = 0 or g′(d) = 0, then we are done since we can pick
x0 = c or x0 = d as appropriate. Suppose, then, that g′(c) < 0 < g′(d). By the Extreme
Value Theorem, there exists x0 ∈ [c, d] such that g(x0) ≤ g(x) for all x ∈ [c, d]. Since

g′(c) = limx→c+
g(x)−g(c)

x−c
< 0, there must exist x1 ∈ (c, d) such that g(x1)−g(c)

x1−c
< 0. Then

g(x0) ≤ g(x1) < g(c), so x0 ̸= c. A similar argument shows that x0 ̸= d. Hence, x0 ∈ (c, d),
so g has a local minimum at x0, which means g′(x0) = 0.

Darboux’s Theorem does not imply that derivatives are continuous. In fact, the converse
of the Intermediate Value Theorem does not always hold. The following example shows a
derivative with a discontinuity.
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Example 5.30. Define f : R → R by

f(x) =

{
x2 sin

(
1
x

)
if x ̸= 0

0 if x = 0.

For this example, let us recall the derivative of the sine function from introductory calculus.
If x ̸= 0, then by the product and chain rules,

f ′(x) = 2x sin

(
1

x

)
+

[
x2 cos

(
1

x

)](
− 1

x2

)
= 2x sin

(
1

x

)
− cos

(
1

x

)
.

Since 0 ≤ |x sin
(
1
x

)
| ≤ |x| for all x ̸= 0, we have that limx→0 |x sin

(
1
x

)
| = 0 by the Squeeze

Theorem. Hence, limx→0 x sin
(
1
x

)
= 0, so

f ′(0) = lim
x→0

f(x)− f(0)

x− 0
= lim

x→0

x2 sin( 1
x
)

x
= lim

x→0
x sin

(
1

x

)
= 0.

Let xn = 1
2nπ

for each n ∈ N. Then limn→∞ xn = 0, but

lim
n→∞

f ′(xn) = lim
n→∞

[
1

nπ
sin(2nπ)− cos(2nπ)

]
= lim

n→∞
−1 = −1 ̸= f ′(0).

Therefore, f ′ is not continuous at 0.

5.5 The One-Dimensional Inverse Function Theorem

Theorem 5.31. Let f : (a, b) → R and c ∈ (a, b). Suppose there exists r > 0 such that f
is differentiable on Nr(c), and suppose f ′(x) ̸= 0 for all x ∈ Nr(c). Then f is injective on
Nr(c). Let g : f(Nr(c)) → Nr(c) be the inverse of f on Nr(c). Then g is differentiable and

g′(f(x)) =
1

f ′(x)

for all x ∈ Nr(c).

Proof. By Darboux’s Theorem, f ′(x) must have the same sign for all x ∈ Nr(c). Without
loss of generality, suppose f ′(x) > 0 for all x ∈ Nr(c). Then f is strictly increasing and
hence injective on Nr(c). Let g : f(Nr(c)) → Nr(c) be the inverse of f on Nr(c). [To be
precise, let h : Nr(c) → f(Nr(c)) be the restriction of f to Nr(c). Then h is invertible, and
we let g = h−1 : f(Nr(c)) → Nr(c).]

Fix x0 ∈ Nr(c) and ϵ > 0. We want to show that

lim
y→f(x0)

g(y)− g(f(x0))

y − f(x0)
=

1

f ′(x0)
.

It suffices to show that

lim
y→f(x0)

y − f(x0)

g(y)− x0
= f ′(x0)
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since this fact (along with the assumption that f ′(x0) ̸= 0) would imply that

lim
y→f(x0)

g(y)− g(f(x0))

y − f(x0)
= lim

y→f(x0)

g(y)− x0
y − f(x0)

=
1

limy→f(x0)
y−f(x0)
g(y)−x0

=
1

f ′(x0)
.

Since limx→x0

f(x)−f(x0)
x−x0

= f ′(x0), there exists δ1 > 0 such that 0 < |x − x0| < δ1 implies

|f(x)−f(x0)
x−x0

− f ′(x0)| < ϵ. Choose s > 0 small enough such that s < δ1 and Ns(x0) ⊂ Nr(c).
Now choose x−, x+ ∈ Ns(x0) such that x− < x0 < x+. Then (x−, x+) ⊂ Ns(x0) ⊂ Nr(c).
Since f is strictly increasing and continuous on Nr(c), the Intermediate Value Theorem
implies that f((x−, x+)) = (f(x−), f(x+)). Since f(x−) < f(x0) < f(x+), there exists δ2 > 0
such that Nδ2(f(x0)) ⊂ (f(x−), f(x+)). Fix y ∈ f(Nr(c)) such that 0 < |y − f(x0)| < δ2.
Then f(x−) < y < f(x+), so x− < g(y) < x+ since f is strictly increasing on Nr(c). Also,
g(y) ̸= x0 since y ̸= f(x0), so 0 < |g(y)−x0| < δ1 since g(y) ∈ (x−, x+) ⊂ Ns(x0) and s < δ1.
Therefore, ∣∣∣∣f(g(y))− f(x0)

g(y)− x0
− f ′(x0)

∣∣∣∣ = ∣∣∣∣y − f(x0)

g(y)− x0
− f ′(x0)

∣∣∣∣ < ϵ,

so limy→f(x0)
y−f(x0)
g(y)−x0

= f ′(x0) as required.

Proposition 5.32. Fix n ∈ N and let f(x) = x1/n for all x ≥ 0. Then f ′(x) = 1
n
x(1/n)−1 for

all x > 0.

Proof. Let g : [0,∞) → [0,∞) be defined by g(x) = xn. Then g′(x) = nxn−1 > 0 for
all x > 0. Also, f : [0,∞) → [0,∞) defined by f(x) = x1/n is the inverse of g since
f(g(x)) = x = g(f(x)) for all x ∈ [0,∞). Fix x0 ∈ (0,∞), and let y0 = g(x0) ∈ (0,∞).
Then

f ′(x0) = f ′(g(y0)) =
1

g′(y0)
=

1

nyn−1
0

=
1

n(x
1/n
0 )n−1

=
x
1/n
0

nx0
=

1

n
x
(1/n)−1
0 .

From here, we can derive the power rule for rational exponents. Fix q ∈ Q, and write
q = m

n
where m ∈ Z and n ∈ N. Let f(x) = xq = (x1/n)m for all x > 0 (see Exercise 1.24).

Then by the Chain Rule,

f ′(x) = [m(x1/n)m−1][
1

n
x(1/n)−1] =

m

n
(x1/n)mx−1 =

m

n
x(m/n)−1 = qxq−1

for all x > 0. We will use this result to prove the full power rule for real exponents in
Exercise 7.25.

5.6 Taylor’s Theorem

Taylor’s Theorem generalizes the Mean Value Theorem.

Theorem 5.33 (Taylor’s Theorem). Let n ≥ 0 be an integer, and let f : (a, b) → R be
(n+ 1)-times differentiable. Let c ∈ (a, b), and define

Tn(x) =
n∑

k=0

f (k)(c)

k!
(x− c)k
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(remember that 00 = 1 by convention). Then for any x ∈ (a, b), there exists ξ between x and
c such that

f(x)− Tn(x) =
f (n+1)(ξ)

(n+ 1)!
(x− c)n+1.

Proof. First, observe that f (k)(c) = T
(k)
n (c) for all 0 ≤ k ≤ n and that T

(n+1)
n (y) = 0 for all

y ∈ R.
If x = c, then we can just pick ξ = c since

f(c)− Tn(c) = 0 =
f (n+1)(c)

(n+ 1)!
(c− c)n+1.

Suppose x ̸= c. Define g : (a, b) → R by

g(y) = f(y)− Tn(y)−
A

(n+ 1)!
(y − c)n+1

where

A =
f(x)− Tn(x)

(x− c)n+1
(n+ 1)!.

Then g(k)(c) = 0 for all 0 ≤ k ≤ n. Now note that g(x) = 0 = g(c), so by Rolle’s Theorem,
there exists x1 between x and c such that g′(x1) = 0. By induction, suppose that for
some integer 1 ≤ k ≤ n, we have found xk between x and c such that g(k)(xk) = 0. Then
g(k)(xk) = g(k)(c). Since f is (n+1)-times diifferentiable, so is g. Hence, g(k) is differentiable,
so by Rolle’s Theorem, there exists xk+1 between xk and c (hence between x and c) such that
g(k+1)(xk+1) = 0. By induction, there exists xn+1 between x and c such that g(n+1)(xn+1) = 0.
Let ξ = xn+1. Then

0 = g(n+1)(ξ) = f (n+1)(ξ)− A = f (n+1)(ξ)− f(x)− Tn(x)

(x− c)n+1
(n+ 1)!,

so

f(x)− Tn(x) =
f (n+1)(ξ)

(n+ 1)!
(x− c)n+1.

Exercise 5.34.
(a) Let p : R → R be a polynomial of degree n. Show that for any c ∈ R, there exist

constants a0, . . . , an ∈ R (dependent on c) such that

p(x) =
n∑

k=0

ak(x− c)k

for all x ∈ R.
(b) Let n ∈ N and c ∈ R. Show that for any polynomial p : R → R, there exist a

polynomial q : R → R and constants b1, . . . , bn such that

p(x)

(x− c)n
= q(x) +

n∑
k=1

bk
(x− c)k

.

96



Exercise 5.35 (from a final exam1 at UBC). Approximate
√
e to an error of less than 10−3

using a finite sum of rational numbers. That is, your sum S should satisfy the inequality
|S −

√
e| < 10−3. It should be possible to compute your sum with a calculator.

5.7 L’Hôpital’s Rule

Theorem 5.36. Let f, g : (a, b) → R be differentiable. Suppose

L = lim
x→a+

f ′(x)

g′(x)

exists.
(a) If limx→a+ f(x) = 0 = limx→a+ g(x), then

lim
x→a+

f(x)

g(x)
= L.

(b) If limx→a+ |g(x)| = ∞, then

lim
x→a+

f(x)

g(x)
= L.

Proof. Fix ϵ > 0. There exists δ1 > 0 such that if x ∈ (a, a+δ1), then |f
′(x)

g′(x)
−L| < min{ϵ, 1}.

For any x, y ∈ (a, a+ δ1) such that g(x) ̸= g(y), there exists c between x and y such that

f(y)− f(x)

g(y)− g(x)
=
f ′(c)

g′(c)

by Cauchy’s Mean Value Theorem. Note that c ∈ (a, a+ δ1), so∣∣∣∣f(y)− f(x)

g(y)− g(x)
− L

∣∣∣∣ < min{ϵ, 1}. (1)

(a) If limy→a+ f(y) = 0 = limy→a+ g(y), we see that

f(x)

g(x)
= lim

y→a+

f(y)− f(x)

g(y)− g(x)
∈ [L− ϵ, L+ ϵ].

Therefore, |f(x)
g(x)

− L| ≤ ϵ for any x ∈ (a, a+ δ1) in the domain of f
g
, so limx→a+

f(x)
g(x)

= L.

(b) Choose x = a+δ1
2

∈ (a, a+ δ1). Since limy→a+ |g(y)| = ∞, we have

lim
y→a+

f(x)

g(y)
= lim

y→a+

g(x)

g(y)
= 0.

Hence, there exists 0 < δ2 < δ1 such that |f(x)
g(y)

| < ϵ and |g(x)
g(y)

| < min{ϵ, 1} whenever

y ∈ (a, a+ δ2) and g(y) ̸= 0. Then g(y) ̸= g(x) since |g(x)
g(y)

| < 1, so division by g(y)− g(x) is
allowed. Hence,∣∣∣∣L− f(y)

g(y)

∣∣∣∣ ≤ ∣∣∣∣L− f(y)− f(x)

g(y)− g(x)

∣∣∣∣+ ∣∣∣∣f(y)− f(x)

g(y)− g(x)
− f(y)− f(x)

g(y)

∣∣∣∣+ ∣∣∣∣f(y)− f(x)

g(y)
− f(y)

g(y)

∣∣∣∣
1https://secure.math.ubc.ca/Ugrad/pastExams/Files/320_2015WT1.pdf
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< ϵ+

∣∣∣∣f(y)− f(x)

g(y)− g(x)
− f(y)− f(x)

g(y)

∣∣∣∣+ ∣∣∣∣−f(x)g(y)

∣∣∣∣ by (1)

< 2ϵ+

∣∣∣∣f(y)− f(x)

g(y)− g(x)
− f(y)− f(x)

g(y)

∣∣∣∣ .
Focusing on the remaining absolute-value term, we have∣∣∣∣f(y)− f(x)

g(y)− g(x)
− f(y)− f(x)

g(y)

∣∣∣∣ = ∣∣∣∣f(y)− f(x)

g(y)− g(x)

∣∣∣∣ · ∣∣∣∣g(x)g(y)

∣∣∣∣
≤
(∣∣∣∣f(y)− f(x)

g(y)− g(x)
− L

∣∣∣∣+ |L|
) ∣∣∣∣g(x)g(y)

∣∣∣∣
< (1 + |L|)ϵ by (1).

Therefore, ∣∣∣∣L− f(y)

g(y)

∣∣∣∣ < (3 + |L|)ϵ

for all y ∈ (a, a+ δ2) in the domain of f
g
. We conclude that limy→a+

f(y)
g(y)

= L since 3 + |L| is
independent of ϵ.

Remark. The proof can easily be extended to cover the case where a = −∞. By symmetry,
L’Hôpital’s Rule also applies to the limit limx→b−

f(x)
g(x)

(including when b = ∞).

Exercise 5.37. Do Exercise 5.21 using L’Hôpital’s Rule.

Exercise 5.38. Extend L’Hôpital’s Rule to the case where L = ±∞.
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6 The Riemann–Stieltjes Integral

In this chapter, we fix a ≤ b, f : [a, b] → R bounded, and α : [a, b] → R monotonically
increasing.

6.1 Definition of the Integral

Definition 6.1. A partition P of an interval [a, b] ⊂ R is a list of real numbers x0 ≤ x1 ≤
· · · ≤ xn where x0 = a and xn = b. Note that the points xi need not be distinct. A refinement
of P is another partition P ′ such that P ⊂ P ′. The common refinement of two partitions
P1 and P2 is P1 ∪ P2.

Definition 6.2 (The Riemann–Stieltjes Integral). Let P = {x0, . . . , xn} be a partition of
[a, b]. Denote

Mi = sup
x∈[xi−1,xi]

f(x),

mi = inf
x∈[xi−1,xi]

f(x),

and
∆αi = α(xi)− α(xi−1)

for all 1 ≤ i ≤ n. Note that Mi and mi are finite since f is bounded by assumption. Then

U(P, f, α) :=
n∑

i=1

Mi∆αi

and

L(P, f, α) :=
n∑

i=1

mi∆αi

are the upper and lower sums (respectively) of f with respect to P and α. The upper integral
of f with respect to α is ∫ b

a

f dα := inf
P
U(P, f, α),

and the lower integral of f with respect to α is∫ b

a

f dα := sup
P
L(P, f, α),

where the infimum and supremum are taken over all partitions P of [a, b]. If the upper and
lower integrals are equal, then f is Riemann–Stieltjes integrable with respect to α on [a, b],
and we define the Riemann–Stieltjes integral of f with respect to α to be∫ b

a

f dα :=

∫ b

a

f dα =

∫ b

a

f dα.

If f is integrable with respect to α, we write f ∈ Rα[a, b].
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Note that removing duplicate points from a partition P does not affect U(P, f, α) or
L(P, f, α) since ∆αi = 0 if xi−1 = xi.

If α(x) = x, the Riemann–Stieltjes integral
∫ b

a
f dα becomes the Riemann integral

∫ b

a
f dx.

The notations Rα[a, b], U(P, f, α), and L(P, f, α) become R[a, b], U(P, f), and L(P, f), re-
spectively. If f ∈ R[a, b], we say that f is Riemann integrable on [a, b].

6.2 Which Functions are Integrable?

It is now natural to ask which functions are in Rα[a, b]. We will not fully characterize all
functions in Rα[a, b], but we will see that Rα[a, b] is a fairly general class of functions. For
example, every continuous function on [a, b] is in Rα[a, b]. The theory of integration will
therefore be applicable to a wide variety of functions.

Theorem 6.3. Let P be a partition of [a, b]. If P ′ is a refinement of P , then

L(P, f, α) ≤ L(P ′, f, α) ≤ U(P ′, f, α) ≤ U(P, f, α).

Proof. Write P ′ = {x0, . . . , xn}. Since infx∈[xi−1,xi] f(x) ≤ supx∈[xi−1,xi]
f(x), we immediately

have that L(P ′, f, α) ≤ U(P ′, f, α). We now show that L(P, f, α) ≤ L(P ′, f, α); the proof
that U(P ′, f, α) ≤ U(P, f, α) is similar. Since P ′ is a refinement of P , we have that P =
{xm0 , . . . , xmk

} where 0 = m0 < m1 < · · · < mk = n. Now

L(P ′, f, α) =
n∑

i=1

(
inf

x∈[xi−1,xi]
f(x)

)
[α(xi)− α(xi−1)]

=
k∑

j=1

mj∑
i=mj−1+1

(
inf

x∈[xi−1,xi]
f(x)

)
[α(xi)− α(xi−1)]

≥
k∑

j=1

mj∑
i=mj−1+1

(
inf

x∈[xmj−1 ,xmj ]
f(x)

)
[α(xi)− α(xi−1)]

since [xi−1, xi] ⊂ [xmj−1
, xmj

] for mj−1 + 1 ≤ i ≤ mj

=
k∑

j=1

(
inf

x∈[xmj−1 ,xmj ]
f(x)

)
[α(mj)− α(mj−1)]

= L(P, f, α).

Theorem 6.4. For any partition P of [a, b],

L(P, f, α) ≤
∫ b

a

f dα ≤
∫ b

a

f dα ≤ U(P, f, α).

Proof. By Theorem 6.3, L(P, f, α) ≤ L(P ′, f, α) ≤ U(P ′, f, α) ≤ U(P, f, α) for all refine-
ments P ′ ⊃ P . Hence,

L(P, f, α) ≤ sup
P ′⊃P

L(P ′, f, α) ≤
∫ b

a

f dα
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and

U(P, f, α) ≥ inf
P ′⊃P

U(P ′, f, α) ≥
∫ b

a

f dα.

It remains to prove that
∫ b

a
f dα ≤

∫ b

a
f dα. Let Q be a partition of [a, b], and let P∗ = P ∪Q

be the common refinement. By Theorem 6.3,

L(P, f, α) ≤ L(P∗, f, α) ≤ U(P∗, f, α) ≤ U(Q, f, α)

since P∗ is a refinement of both P and Q. Since Q is arbitrary,

L(P, f, α) ≤ inf
Q
U(Q, f, α) =

∫ b

a

f dα.

This inequality holds for any partition P , so∫ b

a

f dα = sup
P
L(P, f, α) ≤

∫ b

a

f dα.

Theorem 6.5. f ∈ Rα[a, b] if and only if for all ϵ > 0, there exists a partition P of [a, b]
such that U(P, f, α)− L(P, f, α) < ϵ.

Proof. Suppose f ∈ Rα[a, b]. Then supP L(P, f, α) = infP U(P, f, α). Fix ϵ > 0. Then there
exist partitions P1, P2 of [a, b] such that

L(P1, f, α) > sup
P
L(P, f, α)− ϵ

2

and
U(P2, f, α) < inf

P
U(P, f, α) +

ϵ

2
.

Let P = P1 ∪ P2 be the common refinement. Then

L(P1, f, α) ≤ L(P, f, α) ≤ U(P, f, α) ≤ U(P2, f, α),

so
U(P, f, α)− L(P, f, α) ≤ U(P2, f, α)− L(P1, f, α) <

ϵ

2
+
ϵ

2
= ϵ

using that supP L(P, f, α) = infP U(P, f, α).
Conversely, suppose that for all ϵ > 0, there exists a partition P of [a, b] such that

U(P, f, α)− L(P, f, α) < ϵ. Fix ϵ > 0, and choose such a partition P . Then∫ b

a

f dα−
∫ b

a

f dα ≤ U(P, f, α)− L(P, f, α) < ϵ

by Theorem 6.4. Since ϵ > 0 is arbitrary,∫ b

a

f dα−
∫ b

a

f dα ≤ 0.

Hence,
∫ b

a
f dα ≤

∫ b

a
f dα. But by Theorem 6.4,

∫ b

a
f dα ≥

∫ b

a
f dα, so in fact,

∫ b

a
f dα =

∫ b

a
f dα,

which means f ∈ Rα[a, b].
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Theorem 6.6. Suppose f is continuous. Then f ∈ Rα[a, b].

Proof. Since f is continuous and [a, b] is a compact set, f is uniformly continuous on [a, b].
Hence, for any fixed ϵ > 0, we can choose δ > 0 such that if x, y ∈ [a, b] and |x − y| < δ,
then |f(x) − f(y)| < ϵ. Let n ∈ N be such that 1

n
< δ, and choose P = {x0, . . . , xn} where

xi = a+ b−a
n
i for all 0 ≤ i ≤ n. We have that a = x0 ≤ x1 ≤ · · · ≤ xn = b, so P is indeed a

partition of [a, b]. Note that xi−xi−1 =
1
n
< δ, so for any x, y ∈ [xi−1, xi], we have |x−y| < δ

and consequently |f(x)− f(y)| < ϵ. It follows that Mi −mi ≤ ϵ for all 1 ≤ i ≤ n (using the
notation of Definition 6.2). Therefore,

U(P, f, α)− L(P, f, α) =
n∑

i=1

(Mi −mi)∆αi ≤ ϵ

n∑
i=1

∆αi = ϵ[α(b)− α(a)].

The last equality follows since
∑n

i=1∆αi =
∑n

i=1[α(xi) − α(xi−1)] telescopes. By Theorem
6.5, f ∈ Rα[a, b] since ϵ[α(b)−α(a)] becomes arbitrarily small with a suitable choice of ϵ.

Theorem 6.7. Suppose α is continuous and f is monotonically increasing. Then f ∈
Rα[a, b].

Proof. The proof is essentially the same as the proof of Theorem 6.6, except that the roles of
f and α are switched. For a fixed ϵ > 0, pick δ > 0 such that if x, y ∈ [a, b] and |x− y| < δ,
then |α(x) − α(y)| < ϵ; this is possible due to uniform continuity of α on the compact set
[a, b]. Let n ∈ N be such that 1

n
< δ, and choose P = {x0, . . . , xn} where xi = a + b−a

n
i for

each 0 ≤ i ≤ n. Since |xi − xi−1| = 1
n
< δ, we have that α(xi) − α(xi−1) < ϵ. Also, since f

is monotonically increasing, we have that Mi = f(xi) and mi = f(xi−1) for all 1 ≤ i ≤ n.
Therefore,

U(P, f, α)− L(P, f, α) =
n∑

i=1

[f(xi)− f(xi−1)][α(xi)− α(xi−1)]

≤ ϵ
n∑

i=1

[f(xi)− f(xi−1)]

= ϵ[f(b)− f(a)],

so f ∈ Rα[a, b] by Theorem 6.5 since ϵ[f(b)− f(a)] can be made arbitrarily small.

Theorem 6.8. Suppose f is discontinuous at only finitely many points and that α is con-
tinuous wherever f is not. Then f ∈ Rα[a, b].

Proof. Let t0 < · · · < tk be the points of [a, b] at which f is discontinuous. The idea is to
create partitions P where each ti is surrounded by a pair of points in P . We will ensure that
the space enclosed by each pair of points is very small. As a result, the contribution of the
ti to U(P, f, α) − L(P, f, α) will be very small. The proof of Theorem 6.6 tells us how to
handle the portions of [a, b] on which f is continuous. We now give the technical details.

Fix ϵ > 0. Let δ1 = min1≤i≤k{ti − ti−1} > 0. Since α is continuous at each ti, and there
are only finitely many of them, there exists 0 < δ2 < δ1 such that for all 0 ≤ i ≤ k, if
x ∈ [a, b] and |x− ti| < δ2, then |α(x)−α(ti)| < ϵ. We construct a partition of [a, b] with the
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following steps. We start off with an empty list P . First, add a and b to P . Next, for each
0 ≤ i ≤ k, if xi = ti− 1

2
δ2 ∈ [a, b], add xi to P , and do the same with yi = ti+

1
2
δ2 if yi ∈ [a, b].

Note that xi and yi are not equal to any of the tj since δ2 ̸= 0 and |tj − ti| ≥ δ1 >
1
2
δ2 for

any j ̸= i. For the next step, consider the set

E = [a, b] ∩

(
k⋃

i=0

(xi, yi)

)c

,

which is closed and bounded in R, hence compact. Note that f is continuous (and hence
uniformly continuous) on E since none of the xi and yi are points of discontinuity of f .
Choose δ3 > 0 such that if x, y ∈ E and |x− y| < δ3, then |f(x)− f(y)| < ϵ. Choose n ∈ N
such that 1

n
< δ3, and for each 0 ≤ i ≤ n, if pi = a+ b−a

n
i ∈ E, add pi to P . Finally, ensure

that all elements in P are distinct by removing any duplicate elements from P .
Write the resulting list P as {s0, . . . , sn}. We now observe that if [si−1, si] contains tj

for some 0 ≤ j ≤ k, then [si−1, si] ⊂ [xj, yj]. Hence, |si−1 − tj| < δ2 and |si − tj| < δ2, so
∆αi = α(si)−α(si−1) = [α(si)−α(tj)]+[α(tj)−α(si−1)] < 2ϵ. Note that there are at most k
intervals [si−1, si] that contain one of the tj. On the other hand, if [si−1, si] does not contain
any of the tj, then [si−1, si] ⊂ E, so si − si−1 ≤ 1

n
< δ, which implies that Mi − mi ≤ ϵ.

Denote M = supx∈[a,b] |f(x)|, and note that Mi −mi < 2M for all 1 ≤ i ≤ n. Therefore,

U(P, f, α)− L(P, f, α) =
∑

tj∈[si−1,si]

(Mi −mi)∆αi +
∑

tj ̸∈[si−1,si]

(Mi −mi)∆αi

≤ 2ϵ
∑

tj∈[si−1,si]

2M + ϵ
∑

tj ̸∈[si−1,si]

∆αi

≤ 4Mkϵ+ ϵ[α(b)− α(a)]

= [4Mk + α(b)− α(a)]ϵ.

Since 4Mk + α(b)− α(a) is independent of ϵ, f ∈ Rα[a, b] by Theorem 6.5.

Theorem 6.9. Suppose f ∈ Rα[a, b]. Let m,M ∈ R such that m ≤ f(x) ≤ M for all
x ∈ [a, b]. Suppose g : [m,M ] → R is continuous. Then g ◦ f ∈ Rα[a, b].

Proof. Fix ϵ > 0. Since [m,M ] is compact, g is uniformly continuous, so there exists δ > 0
such that if x, y ∈ [m,M ] and |x−y| < δ, then |g(x)−g(y)| < ϵ. Let K = supx∈[a,b] |g(f(x))|.
For each partition P = {xi}ni=0 of [a, b], let

SP = {1 ≤ i ≤ n :Mi −mi ≥ δ}

and
NP =

∑
i∈SP

∆αi,

where Mi = supx∈[xi−1,xi]
f(x), mi = infx∈[xi−1,xi] f(x), and ∆αi = α(xi) − α(xi−1). We can

think of NP as measuring the portion of the interval [a, b] on which Mi −mi is uncontrolled.
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The key ingredient of this proof is the following observation: there must exist a partition
Q of [a, b] such that NQ < ϵ. If not, then every partition P of [a, b] would satisfy NP ≥ ϵ
and consequently

U(P, f, α)− L(P, f, α) ≥
∑
i∈SP

(Mi −mi)∆αi ≥ δNP ≥ δϵ.

But this means U(P, f, α) − L(P, f, α) cannot get arbitrarily small, contradicting the as-
sumption that f ∈ Rα[a, b].

Therefore, we can take a partition Q = {x0, . . . , xn} such that NQ < ϵ. Denote Ui =
supx∈[xi−1,xi]

g(f(x)) and Li = infx∈[xi−1,xi] g(f(x)). Note that if i ̸∈ SQ and x, y ∈ [xi−1, xi],
then |f(x) − f(y)| ≤ Mi − mi < δ, so |g(f(x)) − g(f(y))| < ϵ. Hence, if i ̸∈ SQ, then
Ui − Li ≤ ϵ. Also, for any 1 ≤ i ≤ n, we have Ui − Li ≤ 2K. Therefore,

U(Q, g ◦ f, α)− L(Q, g ◦ f, α) =
n∑

i=1

(Ui − Li)∆αi

=
∑
i ̸∈SQ

(Ui − Li)∆αi +
∑
i∈SQ

(Ui − Li)∆αi

≤ ϵ[α(b)− α(a)] + 2KNQ

≤ ϵ[α(b)− α(a)] + 2Kϵ

= [α(b)− α(a) + 2K]ϵ.

By Theorem 6.5, g ◦ f ∈ Rα[a, b] since α(b)− α(a) + 2K is independent of ϵ.

Exercise 6.10 (Right Riemann Sum). Suppose f ∈ R[0, 1]. Prove that

lim
n→∞

n∑
k=1

1

n
f

(
k

n

)
=

∫ 1

0

f dx.

6.3 Properties of the Integral

Theorem 6.11 (Linearity Properties). Suppose f, g : [a, b] → R are bounded, α, β : [a, b] →
R are monotonically increasing, and c ∈ R.

(a) If f ∈ Rα[a, b], then cf ∈ Rα[a, b] and∫ b

a

cf dα = c

∫ b

a

f dα.

(b) If f, g ∈ Rα[a, b], then f + g ∈ Rα[a, b] and∫ b

a

(f + g) dα =

∫ b

a

f dα +

∫ b

a

g dα.

(c) If f ∈ Rα[a, b] and c ≥ 0, then f ∈ Rcα[a, b] and∫ b

a

f d(cα) = c

∫ b

a

f dα.
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(d) If f ∈ Rα[a, b] and f ∈ Rβ[a, b], then f ∈ Rα+β[a, b] and∫ b

a

f d(α + β) =

∫ b

a

f dα +

∫ b

a

f dβ.

Proof. Parts (a) and (b) follow from properties of suprema and infima, and parts (c) and
(d) follow from linearity of sums. The proof for part (b) is worth elaborating on. It is not
hard to show that∫ b

a

f dα +

∫ b

a

g dα ≤
∫ b

a

(f + g) dα ≤
∫ b

a

(f + g) dα ≤
∫ b

a

f dα +

∫ b

a

g dα

for any bounded f, g : [a, b] → R. If f, g ∈ Rα[a, b], then
∫ b

a
f dα =

∫ b

a
f dα =

∫ b

a
f dα and∫ b

a
g dα =

∫ b

a
g dα =

∫ b

a
g dα. This causes the inequalities above to become equalities, and

part (b) follows.

Corollary 6.11.1. Suppose f, g ∈ Rα[a, b]. Then fg ∈ Rα[a, b].

Proof. The map x 7→ x2 is continuous on R, so f 2, g2, (f + g)2 ∈ Rα[a, b] by Theorems 6.9
and 6.11. Consequently, fg = 1

2
[(f + g)2 − f 2 − g2] ∈ Rα[a, b] by Theorem 6.11.

Remark. Theorem 6.11 and its corollary show that Rα[a, b] is an “R-algebra” (i.e. Rα[a, b]
is a vector space over R together with a multiplication operation that interacts nicely with
the vector-space operations).

Theorem 6.12. Let c ∈ [a, b]. Then f ∈ Rα[a, b] if and only if f ∈ Rα[a, c] and f ∈ Rα[c, b],
in which case we have that ∫ b

a

f dα =

∫ c

a

f dα +

∫ b

c

f dα.

Proof. Fix ϵ > 0. Suppose f ∈ Rα[a, b]. By Theorem 6.5, there exists a partition P =
{x0, . . . , xn} of [a, b] such that U(P, f, α) − L(P, f, α) < ϵ. Construct a refinement P∗ =
{y0, . . . , yn+1} of P by inserting c into P . Since P∗ is a refinement, we have that

U(P∗, f, α)− L(P∗, f, α) ≤ U(P, f, α)− L(P, f, α) < ϵ

by Theorem 6.3. Let P1 = {y0, . . . , c} and P2 = {c, . . . , yn+1}. Then

U(P1, f, α)− L(P1, f, α) ≤ U(P∗, f, α)− L(P∗, f, α) < ϵ

and
U(P2, f, α)− L(P2, f, α) ≤ U(P∗, f, α)− L(P∗, f, α) < ϵ.

Since P1 and P2 are parititons of [a, c] and [c, b], respectively, Theorem 6.5 implies that
f ∈ Rα[a, c] and f ∈ Rα[c, b]. Notice that

U(P1, f, α) + U(P2, f, α) = U(P∗, f, α)
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and
L(P1, f, α) + L(P2, f, α) = L(P∗, f, α).

Using Theorem 6.4, we see that(∫ c

a

f dα +

∫ b

c

f dα

)
−
∫ b

a

f dα ≤ U(P1, f, α) + U(P2, f, α)− L(P∗, f, α)

= U(P∗, f, α)− L(P∗, f, α)

< ϵ

and ∫ b

a

f dα−
(∫ c

a

f dα +

∫ b

c

f dα

)
≤ U(P∗, f, α)− L(P1, f, α)− L(P2, f, α)

= U(P∗, f, α)− L(P∗, f, α)

< ϵ,

so taking ϵ→ 0+ yields the formula
∫ b

a
f dα =

∫ c

a
f dα +

∫ b

c
f dα.

Conversely, suppose f ∈ Rα[a, c] and f ∈ Rα[c, b]. Let P1 = {x0, . . . , xn} be a partition
of [a, c] and P2 = {y0, . . . , ym} be a partition [c, b] such that U(P1, f, α) − L(P1, f, α) <

ϵ
2

and U(P2, f, α) − L(P2, f, α) <
ϵ
2
. Note that xn = c = y0. Consider the partition P =

{x0, . . . , xn, y0, . . . , ym} of [a, b]. Since xn = y0, it follows that

U(P, f, α)− L(P, f, α) = U(P1, f, α) + U(P2, f, α)− L(P1, f, α)− L(P2, f, α) <
ϵ

2
+
ϵ

2
= ϵ.

Hence, f ∈ Rα[a, b].

As a corollary of Theorem 6.12, we note that if [c, d] ⊂ [a, b] and f ∈ Rα[a, b], then
f ∈ Rα[c, d]. Indeed, if f ∈ Rα[a, b], then f ∈ Rα[c, b] since c ∈ [a, b], and hence f ∈ Rα[c, d]
since d ∈ [c, b]. We now use this fact to prove a theorem about the continuity of Riemann-
integrable functions.

Lemma 6.13. Let a < b. If f ∈ R[a, b], then f is continuous at some point in [a, b].

Proof. Suppose f ∈ R[a, b]. For any partition P = {x0, . . . , xn} and any integer 1 ≤ i ≤
n − 1, denote Mi,P = supx∈[xi−1,xi]

f(x) and mi,P = infx∈[xi−1,xi] f(x). There must exist a
partition P1 = {x0,1, . . . , xn1,1} of distinct points of [a, b] such that Mi1,P1 −mi1,P1 < 1 for
some 1 ≤ i1 ≤ n1. Otherwise, U(P, f) − L(P, f) ≥ 1(b − a) for all partitions P of [a, b],
contradicting that f ∈ R[a, b]. Without loss of generality, we can assume that 2 ≤ i1 ≤ n1−1
because if needed, we can split [x0, x1] or [xn1−1, xn1 ] into three equispaced subintervals
and take the endpoints of the middle subinterval to be xi1−1 and xi1 . We know that f ∈
R[xi1−1, xi1 ] since [xi1−1, xi1 ] ⊂ [a, b]. By similar reasoning as before, there must exist a
partition P2 = {x0,2, . . . , xn2,2} of distinct points of [xi1−1, xi1 ] such that Mi2,P2 −mi2,P2 <

1
2

for some 2 ≤ i2 ≤ n2−1. Continuing inductively, we see that for all j ≥ 2, there must exist a
partition Pj = {x0,j, . . . , xnj ,j} of distinct points of [xij−1−1, xij−1

] such thatMij ,Pj
−mij ,Pj

< 1
j

for some 2 ≤ ij ≤ nj − 1. Denote Kj = [xij−1, xij ] for each j ∈ N. Then Kj is compact and
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Kj+1 ⊂ Kj for all j ∈ N, so K =
⋂∞

j=1Kj is non-empty. Pick x ∈ K, and fix ϵ > 0. Pick

j ∈ N such that 1
j
< ϵ. Then x ∈ Kj+1 = [xij+1−1, xij+1

] ⊂ (xij−1, xij) by construction since

2 ≤ ij+1 ≤ nj+1 − 1. There exists δ > 0 such that Nδ(x) ⊂ (xij−1, xij) since (xij−1, xij) is
open. Note that

sup
x∈[xij−1,xij

]

f(x)− inf
x∈[xij−1,xij

]
f(x) =Mij ,Pj

−mij ,Pj
<

1

j
< ϵ,

so if |y−x| < δ, then |f(y)− f(x)| < ϵ since y ∈ (xij−1, xij). Thus, f is continuous at x.

Theorem 6.14. Suppose f ∈ R[a, b] where a < b. Let S ⊂ [a, b] be the set of points at which
f is continuous. Then S is dense in [a, b].

Proof. Suppose x ∈ [a, b]. Fix r > 0, and define s = max{a, x− r
2
} and t = min{b, x+ r

2
}. A

case-by-case analysis shows that s < t. We have that [s, t] ⊂ [a, b] and [s, t] ⊂ Nr(x). Hence,
f ∈ R[s, t]. By Lemma 6.13, there exists x0 ∈ [s, t] ⊂ Nr(x) such that x0 ∈ S. Therefore, x
is a limit point of S. It follows that S = [a, b].

Now we resume our discussion of some basic properties of the integral.

Theorem 6.15 (Basic Inequalities).
(a) Suppose f, g ∈ Rα[a, b] and f(x) ≤ g(x) for all x ∈ [a, b]. Then∫ b

a

f dα ≤
∫ b

a

g dα.

(b) Suppose f ∈ Rα[a, b]. Then∣∣∣∣∫ b

a

f dα

∣∣∣∣ ≤ ∫ b

a

|f | dα.

(c) Suppose f ∈ Rα[a, b], and suppose |f(x)| ≤M for all x ∈ [a, b]. Then∣∣∣∣∫ b

a

f dα

∣∣∣∣ ≤M [α(b)− α(a)].

Proof. (a) Observe that U(P, f, α) ≤ U(P, g, α) for any partition P . Thus,
∫ b

a
f dα ≤

∫ b

a
g dα.

Conclude by using that f, g ∈ Rα[a, b].
(b) Since x 7→ |x| is continuous on R, Theorem 6.9 implies that |f | ∈ Rα[a, b]. For any

partition P = {x0, . . . , xn}, we have that∣∣∣∣∣ sup
x∈[xi−1,xi]

f(x)

∣∣∣∣∣ ≤ sup
x∈[xi−1,xi]

|f(x)|

for all 1 ≤ i ≤ n (if not, a contradiction is easily obtained). The Triangle Inequality now

implies that |U(P, f, α)| ≤ U(P, |f |, α). Hence,
∣∣∣∫ b

a
f dα

∣∣∣ ≤ ∫ b

a
|f | dα, and the desired result

follows since f, |f | ∈ Rα[a, b].
(c) Apply part (b) and then part (a) with g(x) = M . A full proof would show that∫ b

a
M dα =M [α(b)− α(a)], but this is an easy exercise.
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Theorem 6.16 (Mean Value Theorem for Integrals). Let f be continuous on [a, b]. Then
there exists c ∈ [a, b] such that

[α(b)− α(a)]f(c) =

∫ b

a

f dα.

Proof. By the Extreme Value Theorem, there exists x+, x− ∈ [a, b] such that f(x+) is a
global maximum and f(x−) is a global minimum. Let g(x) = [α(b)−α(a)]f(x) for x ∈ [a, b].

Then g(x−) ≤
∫ b

a
f dα ≤ g(x+). By the Intermediate Value Theorem, there exists c between

x+ and x− such that g(c) =
∫ b

a
f dα. Since x+ and x− are in [a, b], so is c.

Theorem 6.17. Suppose α is differentiable with α′ ∈ R[a, b]. Then f ∈ Rα[a, b] if and only
if fα′ ∈ R[a, b]. If these conditions are satisfied, then∫ b

a

f dα =

∫ b

a

fα′ dx.

Proof. We claim that ∫ b

a

f dα =

∫ b

a

fα′ dx

and ∫ b

a

f dα =

∫ b

a

fα′ dx

for any bounded f : [a, b] → R. The theorem will immediately follow from these equations.
Therefore, fix ϵ > 0. Since α′ ∈ R[a, b], there is a partition P = {x0, . . . , xn} such that

U(P, α′)− L(P, α′) < ϵ.

For each 1 ≤ i ≤ n, the Mean Value Theorem implies that there exists ti ∈ (xi−1, xi) such
that α′(ti)∆xi = ∆αi. For any choice of si ∈ [xi−1, xi], we have that

n∑
i=1

|α′(si)− α′(ti)|∆xi ≤ U(P, α′)− L(P, α′) < ϵ.

Letting M = supx∈[a,b] |f(x)|, we see that∣∣∣∣∣
n∑

i=1

f(si)α
′(si)∆xi −

n∑
i=1

f(si)α
′(ti)∆xi

∣∣∣∣∣ ≤M

n∑
i=1

|α′(si)− α′(ti)|∆xi ≤Mϵ.

Hence,

n∑
i=1

f(si)α
′(si)∆xi ≤

n∑
i=1

f(si)α
′(ti)∆xi +Mϵ =

n∑
i=1

f(si)∆αi +Mϵ ≤ U(P, f, α) +Mϵ.
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Since the si ∈ [xi−1, xi] are arbitrary, the inequality holds even when we take the supremum
of
∑n

i=1 f(si)α
′(si)∆xi over all choices of the si. Hence,

U(P, fα′) =
n∑

i=1

sup
si∈[xi−1,xi]

f(si)α
′(si)∆xi ≤ U(P, f, α) +Mϵ.

Thus, we have proved that if P∗ is any partition such that U(P∗, α
′) − L(P∗, α

′) < ϵ, then
U(P∗, fα

′) ≤ U(P∗, f, α) +Mϵ. Hence, for any refinement P∗ of P , we have that

U(P∗, fα
′) ≤ U(P∗, f, α) +Mϵ.

Taking infima on both sides yields

inf
P∗⊃P

U(P∗, fα
′) ≤ inf

P∗⊃P
U(P∗, f, α) +Mϵ.

But in fact,

inf
P∗⊃P

U(P∗, fα
′) = inf

Q
U(Q, fα′) =

∫ b

a

fα′ dx

because every partition Q of [a, b] has a common refinement with P . Similarly,

inf
P∗⊃P

U(P∗, f, α) = inf
Q
U(Q, f, α) =

∫ b

a

f dα.

We conclude that ∫ b

a

fα′ dx ≤
∫ b

a

f dα +Mϵ.

A similar argument shows that ∫ b

a

fα′ dx ≥
∫ b

a

f dα−Mϵ,

so taking ϵ→ 0+ yields that ∫ b

a

fα′ dx =

∫ b

a

f dα.

The argument for showing that ∫ b

a

fα′ dx =

∫ b

a

f dα

is similar.

Theorem 6.18. Suppose ϕ : [A,B] → [a, b] is a strictly increasing bijection. Let g = f ◦ ϕ :
[A,B] → R and β = α ◦ ϕ : [A,B] → R. Then g ∈ Rβ[A,B] if and only if f ∈ Rα[a, b], and
in this case, ∫ B

A

g dβ =

∫ b

a

f dα.
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Proof. First note that β is monotonically increasing since α and ϕ are monotonically increas-
ing, so we can integrate with respect to β. Let P = {x0, . . . , xn} be a partition of [A,B]. Let
yi = ϕ(xi) for each 0 ≤ i ≤ n. Then Q = {y0, . . . , yn} is a partition of [a, b] since ϕ(x0) = a,
ϕ(xn) = b, and ϕ is strictly increasing. For each 1 ≤ i ≤ n, ϕ : [xi−1, xi] → [yi−1, yi] is a
bijection, so

sup
x∈[xi−1,xi]

f(ϕ(x)) = sup
y∈[yi−1,yi]

f(y).

Therefore,

U(P, g, β) =
n∑

i=1

(
sup

x∈[xi−1,xi]

g(x)

)
[β(xi)− β(xi−1)]

=
n∑

i=1

(
sup

x∈[xi−1,xi]

f(ϕ(x))

)
[α(ϕ(xi))− α(ϕ(xi−1))]

=
n∑

i=1

(
sup

y∈[yi−1,yi]

f(y)

)
[α(yi)− α(yi−1)]

= U(P, f, α).

This equation holds for any partition P , so taking infima over all partitions yields that∫ b

a

g dβ =

∫ b

a

f dα.

A similar argument shows that L(P, g, β) = L(P, f, α) for all partitions P and hence that∫ b

a

g dβ =

∫ b

a

f dα.

Corollary 6.18.1 (Substitution Rule). Suppose ϕ : [A,B] → R is differentiable and strictly
increasing with ϕ′ ∈ R[A,B], and suppose (f ◦ ϕ)ϕ′ ∈ R[A,B]. Then f ∈ R[ϕ(A), ϕ(B)]
gives ∫ B

A

(f ◦ ϕ)ϕ′ dx =

∫ ϕ(B)

ϕ(A)

f dx.

Proof. Theorem 6.17 says that f ◦ ϕ ∈ Rϕ[A,B] and∫ B

A

(f ◦ ϕ)ϕ′ dx =

∫ B

A

f ◦ ϕ dϕ.

Now Theorem 6.18 with α(x) = x says that f ∈ R[ϕ(A), ϕ(B)] and∫ B

A

f ◦ ϕ dϕ =

∫ ϕ(B)

ϕ(A)

f dx.
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Exercise 6.19 (Hölder’s Inequality). Let f, g ∈ Rα[a, b] and p, q > 1 such that 1
p
+ 1

q
= 1.

Our goal is to show Hölder’s Inequality, which says that∫ b

a

|fg| dα ≤
(∫ b

a

|f |p dα
)1/p(∫ b

a

|g|q dα
)1/q

.

(a) First, show that if x, y > 0, then

xy ≤ xp

p
+
yq

q
.

Hint: this is a differential calculus problem. You can assume that the power rule holds for
all real exponents.

(b) Suppose
∫ b

a
|f |p dα = 1 =

∫ b

a
|g|q dα. Use part (a) to prove that

∫ b

a
|fg| dα ≤ 1.

(c) Prove Hölder’s Inequality assuming that
∫ b

a
|f |p dα > 0 and

∫ b

a
|g|q dα > 0. Hint: use

part (b) with a carefully-crafted choice of f and g.

(d) Argue that if
∫ b

a
|f |p dα = 0 or

∫ b

a
|g|q dα = 0, then

∫ b

a
|fg| dα = 0. Hint: this basically

comes down to showing that if
∫ b

a
|f |p dα = 0, then

∫ b

a
|f | dα = 0. You can start by imitating

the “key ingredient” of the proof of Theorem 6.9. That is, argue that |f |p must be “small”
throughout [a, b] except possibly on some intervals whose lengths (with respect to α) sum to
be less than ϵ. You can then bound |f | by a small number almost everywhere on [a, b].

Exercise 6.20 (Minkowski’s Inequality). This exercise gives a very important application
of Hölder’s Inequality (Exercise 6.19). Let f, g ∈ Rα[a, b] and p > 1.

(a) Prove that∫ b

a

|f | · |f + g|p−1 dα ≤
(∫ b

a

|f |p dα
)1/p(∫ b

a

|f + g|p dα
)1−1/p

and similarly ∫ b

a

|g| · |f + g|p−1 dα ≤
(∫ b

a

|g|p dα
)1/p(∫ b

a

|f + g|p dα
)1−1/p

.

(b) Hence, prove that(∫ b

a

|f + g|p dα
)1/p

≤
(∫ b

a

|f |p dα
)1/p

+

(∫ b

a

|g|p dα
)1/p

.

This is Minkowski’s Inequality ; it is a triangle inequality for integrals.

6.4 Step Functions

Definition 6.21. The unit step function is I : R → {0, 1} defined by

I(x) =

{
0 if x ≤ 0

1 if x > 0.
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Theorem 6.22. Let α(x) = I(x − s) for some s ∈ (a, b). If f is continuous at s, then
f ∈ Rα[a, b] and ∫ b

a

f dα = f(s).

Proof. Suppose f is continuous at s. Fix ϵ > 0, and choose δ > 0 such that Nδ(s) ⊂
[a, b] and |f(s) − f(t)| < ϵ whenever t ∈ [a, b] and |s − t| < δ. Consider the partition
P = {a, s − δ

2
, s + δ

2
, b} = {x0, x1, x2, x3}. Note that ∆α1 = ∆α3 = 0 and ∆α2 = 1. If

t ∈ [x1, x2] = [s− δ
2
, s+ δ

2
], then |f(t)− f(s)| < ϵ, or equivalently, f(s)− ϵ < f(t) < f(s)+ ϵ.

Hence,
U(P, f, α) =M2 ≤ f(s) + ϵ

and
L(P, f, α) = m2 ≥ f(s)− ϵ,

so

f(s)− ϵ ≤ L(P, f, α) ≤
∫ b

a

f dα ≤
∫ b

a

f dα ≤ U(P, f, α) ≤ f(s) + ϵ.

It follows that ∣∣∣∣∣
∫ b

a

f dα− f(s)

∣∣∣∣∣ ≤ ϵ

and ∣∣∣∣∣
∫ b

a

f dα− f(s)

∣∣∣∣∣ ≤ ϵ.

But ϵ > 0 is arbitrary, so ∫ b

a

f dα = f(s) =

∫ b

a

f dα.

Theorem 6.23. Let {cn} be a sequence of nonnegative real numbers such that
∑∞

n=0 cn
converges. Let {sn} be a sequence of real numbers in (a, b). Let α(x) =

∑∞
n=0 cnI(x − sn).

If f is continuous on [a, b], then ∫ b

a

f dα =
∞∑
n=0

cnf(sn).

Proof. For any x ∈ [a, b],
∑∞

n=0 cnI(x − sn) converges absolutely by the Comparison Test
since

∑∞
n=0 |cn| =

∑∞
n=0 cn converges and |I(x − sn)| ≤ 1 for all n ≥ 0. Thus, α is well-

defined. Similarly,
∑∞

n=0 cnf(sn) converges by the Comparison Test since f is continuous on
[a, b] and hence bounded. Let

Ax = {n ≥ 0 | sn < x}

for each x ∈ [a, b]. It is clear that if x1 ≤ x2, then Ax1 ⊂ Ax2 . Hence, α is monotonically
increasing, so it makes sense to integrate with respect to α. Since f is continuous on [a, b],
Theorem 6.6 says that f ∈ Rα[a, b].
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Fix ϵ > 0. Since
∑∞

n=0 cn converges, there exists N ∈ N such that
∑∞

n=N+1 cn < ϵ. Define

α1(x) =
N∑

n=0

cnI(x− sn)

and

α2(x) =
∞∑

n=N+1

cnI(x− sn).

Then α1 and α2 are both monotonically increasing, and α = α1 + α2. Since f is continuous,
we have that f ∈ Rα1 [a, b] and f ∈ Rα2 [a, b]. Notice that α2(a) = 0 and α2(b) =

∑∞
n=N+1 cn

since a < sn < b for all n. Hence,∣∣∣∣∣
∫ b

a

f dα−
∞∑
n=0

cnf(sn)

∣∣∣∣∣ =
∣∣∣∣∣
∫ b

a

f dα1 +

∫ b

a

f dα2 −
∞∑
n=0

cnf(sn)

∣∣∣∣∣ by Theorem 6.11

=

∣∣∣∣∣
∫ b

a

f dα2 −
∞∑

n=N+1

cnf(sn)

∣∣∣∣∣ by Theorem 6.22

≤M [α2(b)− α2(a)] +
∞∑

n=N+1

cn|f(sn)| where M = sup
x∈[a,b]

|f(x)|

≤M
∞∑

n=N+1

cn +M
∞∑

n=N+1

cn

= 2Mϵ.

The result follows by taking ϵ arbitrarily small.

Exercise 6.24. Let p > 1; x1, . . . , xn ∈ R; and y1, . . . , yn ∈ R.
(a) Use Minkowski’s Inequality (Exercise 6.20) to prove that(

n∑
i=1

|xi + yi|p
)1/p

≤

(
n∑

i=1

|xi|p
)1/p

+

(
n∑

i=1

|yi|p
)1/p

.

(b) Now prove the same inequality assuming that the xi and yi are complex numbers.

6.5 The Fundamental Theorem of Calculus

Definition 6.25. If x > y and f ∈ Rα[y, x], we denote∫ y

x

f dα := −
∫ x

y

f dα.

Theorem 6.26 (Fundamental Theorem of Calculus, Part 1). Let f ∈ R[a, b]. Define F :
[a, b] → R by

F (x) =

∫ x

a

f(t) dt.

Then F is Lipschitz continuous. Moreover, if f is continuous at some x0 ∈ [a, b], then F is
differentiable at x0 and F ′(x0) = f(x0).
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Proof. Let M = supx∈[a,b] |f(x)|. Then

|F (x)− F (y)| =
∣∣∣∣∫ y

x

f dx

∣∣∣∣ ≤M |x− y|

for all x, y ∈ [a, b]. Hence, F is Lipschitz continuous on [a, b].
Suppose f is continuous at x0 ∈ [a, b]. Fix ϵ > 0, and choose δ > 0 such that if x ∈ [a, b]

and |x− x0| < δ, then |f(x)− f(x0)| < ϵ. If 0 < |h| < δ and x0 + h ∈ [a, b], then∣∣∣∣F (x0 + h)− F (x0)

h
− f(x0)

∣∣∣∣ = ∣∣∣∣1h
∫ x0+h

x0

f(t) dt− 1

h

∫ x0+h

x0

f(x0) dt

∣∣∣∣
=

∣∣∣∣1h
∫ x0+h

x0

[f(t)− f(x0)] dt

∣∣∣∣
≤ 1

|h|
|(x0 + h)− x0|ϵ since |t− x0| ≤ h implies |t− x0| < δ

= ϵ.

Therefore, F ′(x0) = f(x0) by the limit definition of the derivative.

Theorem 6.27 (Fundamental Theorem of Calculus, Part 2). Let f ∈ R[a, b] and F : [a, b] →
R such that F ′ = f . Then ∫ b

a

f(x) dx = F (b)− F (a).

Proof. Fix ϵ > 0, and let P = {x0, . . . , xn} be a partition of [a, b] such that U(P, f) −
L(P, f) < ϵ. By the Mean Value Theorem, for each 1 ≤ i ≤ n, there exists ti ∈ (xi−1, xi)
such that F (xi)− F (xi−1) = f(ti)∆xi. Notice that

F (b)− F (a) =
n∑

i=1

[F (xi)− F (xi−1)] =
n∑

i=1

f(ti)∆xi.

Hence,
L(P, f) ≤ F (b)− F (a) ≤ U(P, f),

so ∣∣∣∣F (b)− F (a)−
∫ b

a

f dx

∣∣∣∣ ≤ U(P, f)− L(P, f) < ϵ.

Since ϵ > 0 is arbitrary, it must be that |F (b) − F (a) −
∫ b

a
f dx| = 0, so F (b) − F (a) =∫ b

a
f dx.

Corollary 6.27.1 (Integration by Parts). Let f, g ∈ R[a, b], and let F,G : [a, b] → R such
that F ′ = f and G′ = g. Then∫ b

a

F (x)g(x) dx = F (b)G(b)− F (a)G(a)−
∫ b

a

f(x)G(x) dx.
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Proof. Let H(x) = F (x)G(x). Then H ′(x) = f(x)G(x) + F (x)g(x) by the product rule. By
Theorems 6.11 and 6.27,∫ b

a

f(x)G(x) dx+

∫ b

a

F (x)g(x) dx =

∫ b

a

H ′(x) dx

= H(b)−H(a)

= F (b)G(b)− F (a)G(a).

Subtracting
∫ b

a
f(x)G(x) dx from both sides yields the result.

6.6 Integrating Vector-Valued Functions

Definition 6.28. Let f : [a, b] → Rn, and write f = (f1, . . . , fn) where fi : [a, b] → R. Let
α : [a, b] → R be monotonically increasing. We say that f ∈ Rα[a, b] if each fi is in Rα[a, b].
If f ∈ Rα[a, b], then ∫ b

a

f dα :=

(∫ b

a

f1 dα, . . . ,

∫ b

a

fn dα

)
∈ Rn.

In particular, for complex-valued functions f : [a, b] → C, we say that f ∈ Rα[a, b] if
Re(f) ∈ Rα[a, b] and Im(f) ∈ Rα[a, b].

Since integration of vector-valued functions is just component-wise integration of real-
valued functions, many of the theorems we have seen in this chapter concerning integration
of real-valued functions extend naturally to vector-valued functions. For example, we can
formulate the following analogue of the Fundamental Theorem of Calculus for vector-valued
functions.

Theorem 6.29.
(a) Let f : [a, b] → Rn be Riemann integrable. Define F : [a, b] → Rn by F (x) =∫ x

a
f(t) dt. Then F is Lipschitz continuous. If f is continuous at x0 ∈ [a, b], then F is

differentiable at x0 with F ′(x0) = f(x0).
(b) If g : [a, b] → Rn is Riemann integrable and G : [a, b] → Rn satisfies G′ = g, then∫ b

a
g(x) dx = G(b)−G(a).

The proof consists of applying the Fundamental Theorem of Calculus for real-valued
functions to each component of the vector-valued integral.

The vector-valued analogue of part (b) of Theorem 6.15 is interesting because its proof
is not merely a reduction to the real-valued case.

Theorem 6.30. Let f : [a, b] → Rn be in Rα[a, b]. Then |
∫ b

a
f dα| ≤

∫ b

a
|f | dα.

Proof. Write f = (f1, . . . , fn). We should first check that |f | ∈ Rα[a, b]. By assumption,
fj ∈ Rα[a, b] for all 1 ≤ j ≤ n. By Theorems 6.9 and 6.11, |f | =

√
f 2
1 + · · ·+ f 2

n ∈ Rα[a, b]
because the maps x 7→ x2 (for x ∈ R) and x 7→

√
x (for x ≥ 0) are continuous.
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Note that
∫ b

a
|f | dα ≥ 0 since |f(x)| ≥ 0 for all x ∈ [a, b]. Hence, if |

∫ b

a
f dα| = 0,

then the desired inequality holds. Now suppose |
∫ b

a
f dα| > 0. We will want to exploit the

Cauchy–Schwarz Inequality. For any c1, . . . , cn ∈ R, we have that∫ b

a

(c1f1 + · · ·+ cnfn) dα ≤
∫ b

a

|c1f1 + · · ·+ cnfn| dα by Theorem 6.15(a)

≤
∫ b

a

√
c21 + · · ·+ c2n

√
f 2
1 + · · ·+ f 2

n dα by Cauchy–Schwarz

=
√
c21 + · · ·+ c2n

∫ b

a

|f | dα.

Our goal is to select good values of c1, . . . , cn. We observe that∣∣∣∣∫ b

a

f dα

∣∣∣∣ =
√(∫ b

a

f1 dα

)2

+ · · ·+
(∫ b

a

fn dα

)2

,

so this motivates us to let cj =
∫ b

a
fj dα for each 1 ≤ j ≤ n. It follows that∣∣∣∣∫ b

a

f dα

∣∣∣∣2 = (∫ b

a

f1 dα

)2

+ · · ·+
(∫ b

a

fn dα

)2

= c1

∫ b

a

f1 dα + · · ·+ cn

∫ b

a

fn dα

=

∫ b

a

(c1f1 + · · ·+ cnfn) dα

≤
√
c21 + · · ·+ c2n

∫ b

a

|f | dα

=

∣∣∣∣∫ b

a

f dα

∣∣∣∣ ∫ b

a

|f | dα.

Since |
∫ b

a
f dα| > 0 by assumption, we can divide both sides of the above inequality by

|
∫ b

a
f dα|. This gives the desired inequality.
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7 Uniform Convergence

Define f : [0, 1] → R by

f(x) =
∞∑
n=1

1

n2 + x
.

Is f continuous? Consider the following proof: f is continuous because for every c ∈ [0, 1],
we have

lim
x→c

f(x) = lim
x→c

∞∑
n=1

1

n2 + x
=

∞∑
n=1

lim
x→c

1

n2 + x
=

∞∑
n=1

1

n2 + c
= f(c) (1)

using the fact that limits distribute across sums (Proposition 4.5(a)). Unfortunately, this
proof is flawed because Proposition 4.5(a) only applies to finite sums, and infinite sums
(which are not really sums, but rather limits) are fundamentally different from finite sums.

Even though the “proof” in the previous paragraph is invalid, we do often want to pass
limits through operators such as infinite sums, derivatives, and integrals. This is espe-
cially true when studying functions defined using power series (e.g. the exponential function
exp(z) =

∑∞
n=0

zn

n!
). In this chapter, we study uniform convergence of sequences of functions,

which is the main condition that allows us to move limits around. In fact, the chain of equa-
tions in (1) turns out to be correct because the sequence of functions fN(x) =

∑N
n=1

1
n2+x

(for N = 1, 2, 3, . . . and x ∈ [0, 1]) converges uniformly to f(x) =
∑∞

n=1
1

n2+x
. This chapter

will give us the tools to rigorously justify (1).

7.1 Examples of Limit Interchange Failures

Example 7.1. For each n ∈ N, let

fn(x) =


1 + nx if − 1

n
< x ≤ 0

1− nx if 0 < x < 1
n

0 otherwise.

Then fn is continuous for each n, but

f(x) := lim
n→∞

fn(x) =

{
1 if x = 0

0 otherwise

is discontinuous at x = 0. Symbolically,

lim
n→∞

lim
x→0

fn(x) = 1 ̸= 0 = lim
x→0

lim
n→∞

fn(x).

Example 7.2. For each n ∈ N, define fn : [0, 2] → R by

fn(x) =

{
xn if 0 ≤ x ≤ 1

2− (2− x)n if 1 < x ≤ 2.
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Then each fn is differentiable at x = 1 (by Exercise 5.21), but the limiting function

f(x) = lim
n→∞

fn(x) =


0 if 0 ≤ x < 1

1 if x = 1

2 if 1 < x ≤ 2

is not.

Example 7.3. For each n ∈ N, define fn : [0, 1] → R by

fn(x) =

{
1 if x = p

q
for some integers 1 ≤ p ≤ q ≤ n

0 otherwise.

Each fn has only finitely many discontinuities, so by Theorem 6.8, each fn is in R[0, 1]. But

f(x) := lim
n→∞

fn(x) =

{
1 if x ∈ Q ∩ [0, 1]

0 if x ∈ [0, 1] \Q

is discontinuous everywhere on [0, 1] and is therefore not in R[0, 1] by Lemma 6.13.

Example 7.4. For each n ∈ N, define fn : [0, 1] → R by

fn(x) =

{
n if 0 < x ≤ 1

n

0 otherwise.

Then
∫ 1

0
fn(x) dx = 1 for all n, but

∫ 1

0
limn→∞ fn(x) dx = 0 since limn→∞ fn(x) = 0 for all

x ∈ [0, 1]. Hence, limn→∞
∫ 1

0
fn(x) dx ̸=

∫ 1

0
limn→∞ fn(x) dx.

7.2 Introduction to Uniform Convergence

Definition 7.5. Let E be a set. For each n ∈ N, let fn : E → C. We say that the sequence
of functions {fn} converges uniformly to f : E → C on E if for all ϵ > 0, there exists N ∈ N
such that if n ≥ N , then |fn(x) − f(x)| < ϵ for all x ∈ E. In particular, note that N is
independent of any x ∈ E.

We say that {fn} converges pointwise to f on E if for all x ∈ E and ϵ > 0, there exists
N ∈ N (possibly dependent on x) such that |fn(x)−f(x)| < ϵ for all n ≥ N . In other words,
fn → f pointwise if f(x) = limn→∞ fn(x) for all x ∈ E.

The reader should quickly verify that uniform convergence implies pointwise convergence.
On occasion, we will encounter sequences of real-valued functions fn : E → R. Note that
Definition 7.5 still makes sense for such sequences because we can view R as a subset of C.

The definition of uniform convergence may be difficult to parse or remember, so the
following proposition gives an equivalent definition.

Proposition 7.6. A sequence of functions fn : E → C converges uniformly to f : E → C
on E (in the sense of Definition 7.5) if and only if

lim
n→∞

sup
x∈E

|fn(x)− f(x)| = 0.
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Proof. Suppose fn → f uniformly on E in the sense of Definition 7.5. Fix ϵ > 0, and choose
N ∈ N such that |fn(x)−f(x)| < ϵ for all n ≥ N and x ∈ E. Then supx∈E |fn(x)−f(x)| ≤ ϵ
for all n ≥ N . By definition of limit, limn→∞ supx∈E |fn(x)− f(x)| = 0.

Conversely, suppose limn→∞ supx∈E |fn(x) − f(x)| = 0. Then for all ϵ > 0, there exists
N ∈ N such that supx∈E |fn(x) − f(x)| < ϵ for all n ≥ N . If n ≥ N , then by definition of
supremum, |fn(x) − f(x)| < ϵ for all x ∈ E. Thus, fn → f uniformly on E in the sense of
Definition 7.5.

Proposition 7.7. Let fn : E → C be bounded functions that converge uniformly to f on E.
Then f is bounded.

Proof. Since fn → f uniformly, there exists N ∈ N such that |fN(x) − f(x)| < 1 for
all x ∈ E. By assumption, |fN(x)| is bounded above by some M ≥ 0 for all x. Then
|f(x)| ≤ |fN(x)|+ |f(x)− fN(x)| < M + 1 for all x, so f is bounded.

Theorem 7.8 (Cauchy Criterion for Uniform Convergence). A sequence of functions fn :
E → C converges uniformly to some f : E → C if and only if for all ϵ > 0, there exists
N ∈ N such that |fn(x)− fm(x)| < ϵ whenever n,m ≥ N and x ∈ E.

Proof. Suppose fn → f uniformly on E. Then for all ϵ > 0, there exists N ∈ N such that
|fn(x)− f(x)| < ϵ

2
for all n ≥ N and x ∈ E. If n,m ≥ N , then

|fn(x)− fm(x)| ≤ |fn(x)− f(x)|+ |f(x)− fm(x)| <
ϵ

2
+
ϵ

2
= ϵ

for all x ∈ E.
Conversely, suppose that for all ϵ > 0, there exists N ∈ N such that |fn(x)− fm(x)| < ϵ

whenever n,m ≥ N and x ∈ E. It follows that for any fixed x ∈ E, {fn(x)} is a Cauchy
sequence in C, so limn→∞ fn(x) exists since C is complete. Define f : E → C by f(x) =
limn→∞ fn(x). Fix ϵ > 0, and pick N1 ∈ N such that |fn(x) − fm(x)| < ϵ

2
for all n,m ≥ N1

and x ∈ E. Let n ≥ N1 and x ∈ E. Since f(x) = limm→∞ fm(x), there exists N2 ≥ N1 such
that |f(x)− fN2(x)| < ϵ

2
. Hence,

|fn(x)− f(x)| ≤ |fn(x)− fN2(x)|+ |fN2(x)− f(x)| < ϵ

2
+
ϵ

2
= ϵ,

so fn → f uniformly on E since N1 is independent of x.

Theorem 7.9. Suppose fn : E → C and gn : E → C converge uniformly to f and g on E,
respectively. Let c ∈ C. Then:

(a) fn + gn → f + g uniformly on E.
(b) cfn → cf uniformly on E.
(c) If fn and gn are bounded for each n, then fngn → fg uniformly on E.

Proof. (a) Fix ϵ > 0. Let Nf , Ng ∈ N such that if n ≥ Nf and m ≥ Ng, then |fn(x)−f(x)| <
ϵ
2
and |gm(x)− g(x)| < ϵ

2
for all x ∈ E. Then for all n ≥ max{Nf , Ng} and x ∈ E,

|(fn + gn)(x)− (f + g)(x)| ≤ |fn(x)− f(x)|+ |gn(x)− g(x)| < ϵ

2
+
ϵ

2
= ϵ.
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Hence, fn + gn → f + g uniformly on E.
(b) If c = 0, then cfn = cf = 0 for all n, which immediately implies that cfn → cf

uniformly. Suppose c ̸= 0. Fix ϵ > 0, and choose N ∈ N such that if n ≥ N , then
|fn(x)− f(x)| < ϵ

|c| for all x ∈ E. If n ≥ N , then

|(cfn)(x)− (cf)(x)| = |c| · |fn(x)− f(x)| < |c|
(
ϵ

|c|

)
= ϵ

for all x ∈ E. Hence, cfn → cf uniformly on E.
(c) Choose N1, N2 ∈ N such that if n ≥ N1 and m ≥ N2, then |fn(x) − f(x)| < 1 and

|gm(x) − g(x)| < 1 for all x ∈ E. By assumption, fN1 and gN2 are bounded, so there exists
M1,M2 ∈ R such that |fN1(x)| ≤M1 and |gN2(x)| ≤M2 for all x ∈ E. Hence,

|f(x)| ≤ |fN1(x)|+ |f(x)− fN1(x)| < M1 + 1

and
|g(x)| ≤ |gN2(x)|+ |g(x)− gN2(x)| < M2 + 1

for all x ∈ E. If n ≥ N1, then

|fn(x)| ≤ |f(x)|+ |fn(x)− f(x)| < (M1 + 1) + 1 =M1 + 2

for all x ∈ E. Fix ϵ > 0, and choose Nf , Ng ∈ N such that if n ≥ Nf and m ≥ Ng, then
|fn(x) − f(x)| < ϵ and |gm(x) − g(x)| < ϵ for all x ∈ E. Suppose n ≥ max{N1, Nf , Ng}.
Then for all x ∈ E,

|(fngn)(x)− (fg)(x)| = |fn(x)gn(x)− fn(x)g(x) + fn(x)g(x)− f(x)g(x)|
≤ |fn(x)gn(x)− fn(x)g(x)|+ |fn(x)g(x)− f(x)g(x)|
= |fn(x)| · |gn(x)− g(x)|+ |g(x)| · |fn(x)− f(x)|
< (M1 + 2)ϵ+ (M2 + 1)ϵ

= (M1 +M2 + 3)ϵ.

Hence, fngn → fg uniformly on E since M1 +M2 + 3 is independent of ϵ.

Theorem 7.10 (Dini). Suppose K is compact and that fn : K → R is continuous for each
n ∈ N. Suppose that fn(x) ≤ fn+1(x) for all n ∈ N and x ∈ K, and suppose fn → f
pointwise on K where f : K → R is continuous. Then fn → f uniformly on K.

Proof. Since fn ≤ fn+1 for all n ∈ N, we have that fn ≤ f for all n ∈ N. Fix ϵ > 0. For each
n ∈ N, let gn : K → R be defined by gn(x) = f(x) − fn(x), and let Kn = g−1

n ([ϵ,∞)) ⊂ K.
We want to show that Kn is empty for n large enough.

We claim that {Kn}n is a decreasing family of compact sets. Fix n ∈ N. First, note
that gn is continuous since f and fn is continuous. Next, Kn is closed because [ϵ,∞) is
closed in R and the pre-image of a closed set under a continuous function is closed. A
closed subset of a compact set is compact, so Kn ⊂ K is compact. If x ∈ Kn+1, then
ϵ ≤ f(x)− fn+1(x) ≤ f(x)− fn(x) since fn(x) ≤ fn+1(x), so x ∈ Kn. Therefore, Kn+1 ⊂ Kn

for all n ∈ N, proving our claim.
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Suppose, by way of contradiction, that Kn is non-empty for all n. Then
⋂

n∈NKn is
non-empty by Corollary 2.49.1. Choose x0 ∈

⋂
n∈NKn. Then gn(x0) = f(x0) − fn(x0) ≥ ϵ

for all n ∈ N. But limn→∞ fn(x0) = f(x0) by assumption, so there exists N ∈ N such that
f(x0)−fN(x0) < ϵ. We have obtained a contradiction, so there must exist N0 ∈ N such that
KN0 is empty.

Let n ≥ N0 and x ∈ K. Then

|f(x)− fn(x)| = f(x)− fn(x) = gn(x) < ϵ

because g−1
n ([ϵ,∞)) = Kn ⊂ KN0 is empty. Therefore, fn → f uniformly.

Definition 7.11. Let fn : E → C be a sequence of functions such that f(x) =
∑∞

n=1 fn(x)
exists for each x ∈ E. We say that the series

∑∞
n=1 fn(x) converges uniformly to f on E if

the sequence of partial sums sN =
∑N

n=1 fn converges uniformly to f on E in the sense of
Definition 7.5.

Theorem 7.12 (Weierstrass M -test). Let fn : E → C for each n ∈ N. Suppose there exists
a sequence of nonnegative real numbers {Mn} such that |fn(x)| ≤ Mn for all n ∈ N and
x ∈ E. If

∑∞
n=1Mn converges, then

∑∞
n=1 fn(x) converges uniformly on E.

Proof. Let sN(x) =
∑N

n=1 fn(x) for all N ∈ N. Fix ϵ > 0. Since
∑∞

n=1Mn converges, there

exists T ∈ N such that
∑j

n=i+1Mn < ϵ for all j ≥ i ≥ T (see Proposition 3.35). Then

|sj(x)− si(x)| =

∣∣∣∣∣
j∑

n=i+1

fn(x)

∣∣∣∣∣ ≤
j∑

n=i+1

|fn(x)| ≤
j∑

n=i+1

Mn < ϵ

for all j ≥ i ≥ T and x ∈ E. Therefore, sN converges uniformly by the Cauchy Criterion.

Exercise 7.13. Give an example of a sequence of bounded functions fn : R → R that
converges pointwise on R to an unbounded function f . (Compare with Proposition 7.7.)

Exercise 7.14. Suppose the sequence of functions fn : E → C converges uniformly on
E. Let g : C → C be uniformly continuous. Prove that the sequence {g ◦ fn} converges
uniformly on E.

7.3 Limit Interchange Under Uniform Convergence

The following limit interchange theorem justifies our efforts in studying uniform convergence.

Theorem 7.15. Let X be a metric space and E ⊂ X. Suppose a sequence of functions
fn : E → C converges uniformly to f on E. Let x ∈ E ′, and suppose An = limt→x fn(t)
exists for each n. Then A = limn→∞An exists and limt→x f(t) = A.

More concisely, if limt→x fn(t) exists for each n (or at least for all n large enough), then
the equation

lim
n→∞

lim
t→x

fn(t) = lim
t→x

lim
n→∞

fn(t)

is valid as long as {fn} uniformly converges.
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Proof. Fix ϵ > 0. By the Cauchy Criterion, there exists N1 ∈ N such that |fn(t)−fm(t)| < ϵ
for all n,m ≥ N and t ∈ E. Also, for each n, there exists δn > 0 such that |fn(t)− An| < ϵ
whenever d(t, x) < δn. Since x ∈ E ′, we can choose tn ∈ E for each n to satisfy d(tn, x) < δn.
For all n,m ≥ N1,

|An − Am| ≤ |An − fn(tn)|+ |fn(tn)− fm(tm)|+ |fm(tm)− Am|
< ϵ+ ϵ+ ϵ

= 3ϵ.

Hence, {An} is a Cauchy sequence, so A = limn→∞An exists.
Let N2 ∈ N be such that |A − An| < ϵ for all n ≥ N2. Since the fn converge uniformly

to f , there exists N3 ∈ N such that |f(t) − fn(t)| < ϵ for all n ≥ N3 and t ∈ E. Let
n = max{N2, N3} and δ = δn. Then for all t ∈ E such that d(t, x) < δ,

|f(t)− A| ≤ |f(t)− fn(t)|+ |fn(t)− An|+ |An − A|
< ϵ+ ϵ+ ϵ

= 3ϵ,

so limt→x f(t) = A.

As a result, uniform convergence preserves continuity.

Theorem 7.16. If fn : X → C are continuous functions that converge uniformly to f :
X → C on X, then f is continuous.

Proof. Let x ∈ X. First, suppose x ∈ X ′. Since each fn is continuous at x, we have that
limt→x fn(t) = fn(x) for each n by Theorem 4.7. By Theorem 7.15, limt→x f(t) exists and

lim
t→x

f(t) = lim
n→∞

lim
t→x

fn(t) = lim
n→∞

fn(x) = f(x).

Therefore, f is continuous at x.
If x ̸∈ X ′, then x is an isolated point of f , so f is automatically continuous at x.

We can prove Theorem 3.58 using Theorem 7.15. Let {an,m} be a double sequence of
complex numbers such that

∑∞
n=1

∑∞
m=1 |an,m| converges. We recognize that

∞∑
n=1

∞∑
m=1

an,m = lim
N→∞

lim
M→∞

N∑
n=1

M∑
m=1

an,m = lim
N→∞

lim
M→∞

M∑
m=1

N∑
n=1

an,m.

If we could swap the “limN→∞” and the “limM→∞”, we would obtain the desired result.
However, Theorem 7.15 only allows for the interchanging of a “continuous” limit (of the
form “limt→x”) with a “sequential” limit (of the form “limn→∞”). The limits we want to
interchange are both sequential limits, so we cannot apply the theorem directly. We work
around this by defining E = { 1

n
| n ∈ N} ⊂ R and a sequence of functions fN : E → C such

that

fN(x) =

1/x∑
m=1

N∑
n=1

an,m =
N∑

n=1

1/x∑
m=1

an,m.
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Note that 0 ∈ E ′ and that limx→0 fN(x) =
∑N

n=1

∑∞
m=1 an,m exists for each N . Since

∞∑
n=1

∞∑
m=1

an,m = lim
N→∞

lim
x→0

fN(x)

and
∞∑

m=1

∞∑
n=1

an,m = lim
x→0

lim
N→∞

fN(x),

we can use Theorem 7.15 if the fN converge uniformly on E. Let

Un =
∞∑

m=1

|an,m|

for all n ≥ 1. Notice that Un ≥ |
∑1/x

m=1 an,m| for all x ∈ E. Since
∑∞

n=1 Un converges by
assumption, the fN converge uniformly on E by the Weierstrass M -test. Hence,

∞∑
n=1

∞∑
m=1

an,m = lim
N→∞

lim
x→0

fN(x) = lim
x→0

lim
N→∞

fN(x) =
∞∑

m=1

∞∑
n=1

an,m

by Theorem 7.15.

Definition 7.17. Let X be a metric space, and let F be R or C. We define

C(X;F ) := {f : X → F | f is continuous and bounded}.

Proposition 7.18. Let E be a set, and let B be the set of bounded functions f : E → C.
For f ∈ B, define

||f ||∞ := sup
x∈E

|f(x)|,

which is finite since f is bounded. Then d(f, g) = ||f − g||∞ is a metric on B.

Proof. For all f ∈ B, we have d(f, f) = ||f−f ||∞ = 0 since f−f is the zero function. If f, g ∈
B are distinct, then there exists x ∈ E such that f(x) ̸= g(x), so d(f, g) ≥ |f(x)−g(x)| > 0.

Let f, g ∈ B. Then |f(x) − g(x)| = |g(x) − f(x)| for all x ∈ E, so d(f, g) = d(g, f).
Finally, if h ∈ B, then

|f(x)− g(x)| ≤ |f(x)− h(x)|+ |h(x)− g(x)| ≤ d(f, h) + d(h, g)

for all x ∈ E, so d(f, g) ≤ d(f, h) + d(h, g) since x is arbitrary.

Definition 7.19. The metric from Proposition 7.18 is called the supremum metric.

By Proposition 7.6, a sequence of bounded functions fn : E → C converges uniformly
to f if and only if the fn converge to f with respect to the supremum metric. Hence, the
supremum metric is also known as the uniform metric.

When we apply the Cauchy Criterion for uniform convergence to a set of continuous
functions, we get the following theorem.
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Theorem 7.20. C(X;F ) with the supremum metric is a complete metric space.

Proof. Let {fn} be a Cauchy sequence in C(X;F ). Then for all ϵ > 0, there exists N ∈ N
such that ||fn − fm||∞ < ϵ whenever n,m ≥ N . Hence, |fn(x)− fm(x)| < ϵ for all n,m ≥ N
and x ∈ E, so the fn converge uniformly to some function f by the Cauchy Criterion.
Moreover, f is continuous by Theorem 7.16. Since the fn are bounded, f is bounded by
Proposition 7.7. Hence, f ∈ C(X;F ).

Exercise 7.21. Let {cn,m} be a double complex sequence. Create your own theorem that
gives sufficient conditions for making the limit interchange

lim
n→∞

lim
m→∞

cn,m = lim
m→∞

lim
n→∞

cn,m.

(You will probably obtain the Moore–Osgood Theorem.)

Exercise 7.22. Does uniform convergence preserve uniform continuity?

7.4 Differentiation and Integration

Uniform convergence also interacts nicely with differentiation and integration.

Theorem 7.23. Suppose fn : (a, b) → R are differentiable, f ′
n → g uniformly on (a, b), and

limn→∞ fn(x0) exists for some x0 ∈ (a, b). Then fn converges uniformly to some function f
on (a, b), and f is differentiable with f ′ = g.

The main idea of the proof is to exploit Lipschitz continuity of ϕn,m(x) = fn(x)− fm(x)
when n,m are large enough.

Proof. For each n,m ∈ N, let ϕn,m(x) = fn(x) − fm(x). Fix ϵ > 0. Since f ′
n converges

uniformly, there exists N1 ∈ N such that |f ′
n(x)−f ′

m(x)| < ϵ for all n,m ≥ N1 and x ∈ (a, b).
Since limn→∞ fn(x0) exists, there exists N2 ∈ N such that |fn(x0) − fm(x0)| < ϵ for all
n,m ≥ N2. Suppose n,m ≥ max{N1, N2}. Then

|ϕ′
n,m(t)| = |f ′

n(t)− f ′
m(t)| < ϵ

for all t ∈ (a, b). Hence, for all x ∈ (a, b),

|fn(x)− fm(x)| = |ϕn,m(x)|
≤ |ϕn,m(x)− ϕn,m(x0)|+ |ϕn,m(x0)|
≤ ϵ|x− x0|+ |ϕn,m(x0)| by the Mean Value Theorem

= ϵ|x− x0|+ |fn(x0)− fm(x0)|
< ϵ|x− x0|+ ϵ since n,m ≥ N2

≤ ϵ(b− a) + ϵ

= (1 + b− a)ϵ.

By the Cauchy Criterion, fn converges uniformly on (a, b) to some function f : (a, b) → R.
Fix x ∈ (a, b), and let h ̸= 0 such that x+ h ∈ (a, b). If n,m ≥ N1, then

|f(x+ h)− f(x)− [fm(x+ h)− fm(x)]|
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≤ |fn(x+ h)− fn(x)− [fm(x+ h)− fm(x)]|+ |f(x+ h)− f(x)− [fn(x+ h)− fn(x)]|
= |ϕn,m(x+ h)− ϕn,m(x)|+ |f(x+ h)− f(x)− [fn(x+ h)− fn(x)]|
< ϵ|h|+ |f(x+ h)− f(x)− [fn(x+ h)− fn(x)]| by the Mean Value Theorem

≤ ϵ|h|+ |f(x+ h)− fn(x+ h)|+ |f(x)− fn(x)|.

Since fn → f uniformly, we can choose n ≥ N1 large enough such that |f(t)− fn(t)| < ϵ|h|
for all t ∈ (a, b). As a result,

|f(x+ h)− f(x)− [fm(x+ h)− fm(x)]| < ϵ|h|+ ϵ|h|+ ϵ|h| = 3ϵ|h|.

Therefore,∣∣∣∣f(x+ h)− f(x)

h
− g(x)

∣∣∣∣ ≤ ∣∣∣∣f(x+ h)− f(x)− [fm(x+ h)− fm(x)]

h

∣∣∣∣
+

∣∣∣∣fm(x+ h)− fm(x)

h
− f ′

m(x)

∣∣∣∣+ |f ′
m(x)− g(x)|

< 3ϵ+

∣∣∣∣fm(x+ h)− fm(x)

h
− f ′

m(x)

∣∣∣∣+ |f ′
m(x)− g(x)|.

Recall that m ≥ N1 is arbitrary. Since f ′
m → g uniformly, there exists M ≥ N1 such that

|f ′
M(x)− g(x)| < ϵ. Choose δ > 0 such that∣∣∣∣fM(x+ h)− fM(x)

h
− f ′

M(x)

∣∣∣∣ < ϵ

if 0 < |h| < δ and x+ h ∈ (a, b). Then∣∣∣∣f(x+ h)− f(x)

h
− g(x)

∣∣∣∣ < 3ϵ+ ϵ+ ϵ = 5ϵ

if 0 < |h| < δ and x + h ∈ (a, b). Therefore, limh→0
f(x+h)−f(x)

h
= g(x), so f ′(x) exists and

equals g(x).

Theorem 7.24. Let α : [a, b] → R be monotonically increasing. Suppose fn ∈ Rα[a, b] for
each n, and suppose fn → f uniformly on [a, b]. Then f ∈ Rα[a, b] and∫ b

a

f dα = lim
n→∞

∫ b

a

fn dα.

Proof. Fix ϵ > 0 and choose N ∈ N such that |fn(x)− f(x)| < ϵ for all x ∈ [a, b] and n ≥ N .
Let P = {x0, . . . , xm} be a partition of [a, b] such that

U(P, fN , α)− L(P, fN , α) =
m∑
i=1

(
sup

x∈[xi−1,xi]

fN(x)− inf
x∈[xi−1,xi]

fN(x)

)
∆αi < ϵ.

Since fN(x)− ϵ < f(x) < fN(x) + ϵ for all x ∈ [a, b], it follows that

inf
x∈[xi−1,xi]

fN(x)− ϵ ≤ inf
x∈[xi−1,xi]

f(x) ≤ sup
x∈[xi−1,xi]

f(x) ≤ sup
x∈[xi−1,xi]

fN(x) + ϵ
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for all 1 ≤ i ≤ m. Therefore,

sup
x∈[xi−1,xi]

f(x)− inf
x∈[xi−1,xi]

f(x) ≤ sup
x∈[xi−1,xi]

fN(x)− inf
x∈[xi−1,xi]

fN(x) + 2ϵ

for all 1 ≤ i ≤ m, so

U(P, f, α)− L(P, f, α) ≤ U(P, fN , α)− L(P, fN , α) + 2ϵ[α(b)− α(a)]

< [1 + 2α(b)− 2α(a)]ϵ.

Hence, f ∈ Rα[a, b] since 1 + 2α(b)− 2α(a) is independent of ϵ. Finally,∣∣∣∣∫ b

a

f dα−
∫ b

a

fn dα

∣∣∣∣ ≤ ∫ b

a

|f − fn| dα ≤
∫ b

a

ϵ dα = [α(b)− α(a)]ϵ

for all n ≥ N , so limn→∞
∫ b

a
fn dα =

∫ b

a
f dα since α(b)− α(a) is independent of ϵ.

Exercise 7.25 (The Power Rule). Fix c ∈ R. Let f(x) = xc for all x > 0 (recall that
we defined what xc means in Exercise 4.34). We proved in Section 5.5 that if c ∈ Q, then
f ′(x) = cxc−1. Now we will drop the assumption that c ∈ Q and (finally!) prove the full
power rule: f ′(x) = cxc−1 for all x > 0.

(a) Fix x0 > 0. Let {qn} be an increasing sequence of rational numbers that converges
to c, and for each n, let fn(x) = xqn . Let g(x) = cxc−1 and 0 < a < x0 < b. Prove that the
derivatives f ′

n(x) = qnx
qn−1 converge uniformly to g on (a, b).

(b) Conclude that the fn converge uniformly to f on (a, b) and that f ′ = g on this
interval. Therefore, f ′(x0) = cxc−1

0 .

Exercise 7.26 (Consequences of the Power Rule).
(a) For all x > 0, let log(x) =

∫ x

1
1
t
dt. Prove that log(xy) = y log(x) for all x > 0 and

y ∈ R. (Do not assume any facts about the logarithm without first giving a proof from the
integral definition.)

(b) Prove that (bx)y = bxy for all b > 0 and x, y ∈ R.

Exercise 7.27 (The Exponential Function). Let

f(x) =
∞∑
n=0

xn

n!

for all x ∈ R.
(a) Use Theorem 3.47 and Exercise 4.35 to prove that f(x) = ex.
(b) Prove that f is differentiable and that f ′(x) = ex. That is, f ′ = f .
(c) Suppose g : R → R satisfies g′ = g. Prove that there exists a constant C ∈ R such

that g = Cf .

Exercise 7.28 (The Exponential and the Logarithm).
(a) Prove that elog(x) = x for all x > 0. Hint: differentiate elog(x) twice.
(b) Prove that log(ex) = x for all x ∈ R. (Note: log(ex) is defined because ex > 0 by

Exercise 4.34(e).)
(c) Let b > 0 and f(x) = bx for x ∈ R. Prove that f ′(x) = bx log(b). Hence, prove that f

is strictly increasing if b > 1, constant if b = 1, and strictly decreasing if b < 1.
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Exercise 7.29. Let fn : (0,∞) → R such that fn(t) =
1

1+tn2 . For each t ∈ (0,∞),
∑∞

n=1 fn(t)

converges by comparison with
∑∞

n=1
1
n2 . Let f(t) =

∑∞
n=1 fn(t).

(a) For any fixed ϵ > 0, show that
∑∞

n=1 f
′
n(t) converges uniformly on (ϵ,∞). Hence,

conclude that f is differentiable on (0,∞) with f ′(t) =
∑∞

n=1 f
′
n(t).

(b) For x ∈ (0, 1], let F (x) =
∫ 1

x
f(t) dt. Is F bounded?

Exercise 7.30 (Differentiation Under the Integral Sign). Let f(x, t) be a continuous multi-
variable function from [0, 1]× R to R. Suppose that for each (x, t) ∈ [0, 1]× R, the limit

∂f

∂t
(x, t) := lim

h→0

f(x, t+ h)− f(x, t)

h

exists. (The notation may seem intimidating, but ∂f
∂t
(x, t) is just the derivative of f with

respect to t when x is a fixed constant.) Assume also that ∂f
∂t

(viewed as a function from
[0, 1]× R to R) is continuous.

(a) Prove that for all t ∈ R and ϵ > 0, there exists δ > 0 such that if |h| < δ, then∣∣∣∣f(x, t+ h)− f(x, t)

h
− ∂f

∂t
(x, t)

∣∣∣∣ < ϵ

for all x ∈ [0, 1]. (Hints: (1) Mean Value Theorem, (2) continuity implies uniform continuity
on a compact set.)

(b) Use part (a) to prove that for all t ∈ R,

lim
h→0

∫ 1

0

f(x, t+ h)− f(x, t)

h
dx =

∫ 1

0

lim
h→0

f(x, t+ h)− f(x, t)

h
dx

Conclude that
d

dt

∫ 1

0

f(x, t) dx =

∫ 1

0

∂f

∂t
(x, t) dx.

7.5 A Continuous but Nowhere-Differentiable Function

Using the fact that uniform convergence preserves continuity, we can prove the following
surprising theorem.

Theorem 7.31. There exists a continuous f : R → R that is nowhere differentiable.

Proof. Let ϕ : R → R be such that ϕ(x) = |x| for −1 ≤ x < 1 and ϕ(x + 2) = ϕ(x) for all
x ∈ R. Let n be an odd integer. Then ϕ is continuous on (n, n+ 2). Since n− 1 and n+ 1
are even, and ϕ has a period of 2, we have that

lim
x→n−

ϕ(x) = lim
x→1−

ϕ(x+ (n− 1)) = lim
x→1−

ϕ(x) = 1

and
lim

x→n+
ϕ(x) = lim

x→−1+
ϕ(x+ (n+ 1)) = lim

x→−1+
ϕ(x) = 1.

Hence, limx→n ϕ(x) = 1 = ϕ(n), so ϕ is continuous at n. Therefore, ϕ is continuous on R
because the union of the intervals [n, n+ 2) over all odd n is R.
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Define

f(x) =
∞∑
n=1

(
3

4

)n

ϕ(4nx). (2)

Note that |(3
4
)nϕ(4nx)| ≤ (3

4
)n for all n ∈ N and x ∈ R. Since

∑∞
n=1(

3
4
)n converges, the series

(2) converges uniformly on R by the Weierstrass M -test. By Theorem 7.16, f is continuous
on R.

Fix x ∈ R. We will show that f ′(x) does not exist by constructing a sequence {ym}
converging to x such that limm→∞

∣∣∣f(ym)−f(x)
ym−x

∣∣∣ = ∞. Note that if z ∈ R and ⌊z − 1
2
⌋ ≠ ⌊z⌋,

then

⌊z⌋ ≤
⌊
z +

1

2

⌋
=

⌊
z − 1

2

⌋
+ 1 < ⌊z⌋+ 1,

so ⌊z⌋ = ⌊z + 1
2
⌋. Hence, for all m ∈ N, we can let

ym = x± 1

2(4m)

where the sign (plus or minus) is chosen such that ⌊4mym⌋ = ⌊4mx⌋. It is immediate that
limm→∞ ym = x. If n > m, then 4nym = 4nx ± 2(4n−m−1), so ϕ(4nym) = ϕ(4nx) because
4n−m−1 is an integer and ϕ has a period of 2. On the other hand, if 1 ≤ n ≤ m, then
⌊4nym⌋ = ⌊4nx⌋, so |ϕ(4nym)− ϕ(4nx)| = |4nym − 4nx|. Hence,

|f(ym)− f(x)| =

∣∣∣∣∣
∞∑
n=1

(
3

4

)n

[ϕ(4nym)− ϕ(4nx)]

∣∣∣∣∣
=

∣∣∣∣∣
m∑

n=1

(
3

4

)n

[ϕ(4nym)− ϕ(4nx)]

∣∣∣∣∣
≥
(
3

4

)m

|ϕ(4mym)− ϕ(4mx)| −
m−1∑
n=1

(
3

4

)n

|ϕ(4nym)− ϕ(4nx)|

=

(
3

4

)m

|4mym − 4mx| −
m−1∑
n=1

(
3

4

)n

|4nym − 4nx|

= 3m|ym − x| −
m−1∑
n=1

3n|ym − x|

=

(
3m −

m−1∑
n=1

3n

)
|ym − x|

=
3m + 3

2
|ym − x|,

so ∣∣∣∣f(ym)− f(x)

ym − x

∣∣∣∣ ≥ 3m + 3

2
.

Since limm→∞
3m+3

2
= ∞, we have that limm→∞

∣∣∣f(ym)−f(x)
ym−x

∣∣∣ = ∞.
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7.6 The Arzelà–Ascoli Theorem

This section is dedicated to proving the Arzelà–Ascoli Theorem, which gives sufficient con-
ditions for a sequence of functions to have a uniformly-convergent subsequence. The Arzelà–
Ascoli Theorem is much like the Bolzano–Weierstrass Theorem (which says that any sequence
in a compact set has a convergent subsequence).

Definition 7.32. Let X be a metric space. A set of functions F from X to C is equicon-
tinuous (on X) if for all ϵ > 0, there exists δ > 0 such that for all f ∈ F and x, y ∈ X, if
d(x, y) < δ, then |f(x)− f(y)| < ϵ.

Remark. Equicontinuity is like uniform continuity for sets of functions. Every function in an
equicontinuous set is uniformly continuous, and there is a δ > 0 that satisfies the definition
of uniform continuity for every function in the set.

Definition 7.33. Let E be a set and F be a set of functions from E to C.
(a) F is pointwise bounded if for all x ∈ E, there exists Mx ≥ 0 such that |f(x)| ≤ Mx

for all f ∈ F .
(b) F is uniformly bounded if there exists M ≥ 0 such that |f(x)| ≤M for all f ∈ F and

x ∈ E.

Theorem 7.34. If {fn} is a uniformly-convergent sequence of continuous functions K → C
where K is compact, then {fn} is equicontinuous.

Proof. Fix ϵ > 0. Since {fn} converges uniformly, there exists N ∈ N such that if n,m ≥ N
and x ∈ K, then |fn(x) − fm(x)| < ϵ

3
. Since f1, . . . , fN are continuous on the compact set

K, these functions are uniformly continuous. For each 1 ≤ j ≤ N , we can choose δj > 0
such that if d(x, y) < δj, then |fj(x)−fj(y)| < ϵ

3
. Choose δ = min{δ1, . . . , δN} > 0. Suppose

n ∈ N and d(x, y) < δ. If 1 ≤ n ≤ N , then |fn(x) − fn(y)| < ϵ
3
< ϵ since d(x, y) < δn. If

n > N , then

|fn(x)− fn(y)| ≤ |fn(x)− fN(x)|+ |fN(x)− fN(y)|+ |fN(y)− fn(y)|

<
ϵ

3
+
ϵ

3
+
ϵ

3
since n ≥ N and d(x, y) < δN

= ϵ.

Therefore, |fn(x)− fn(y)| < ϵ for all n ∈ N and d(x, y) < δ, so {fn} is equicontinuous.

Lemma 7.35. Let K be compact. Then K has a dense subset E ⊂ K that is at most
countable. (We say that K is “separable”.)

Proof. For each n ∈ N, the open cover {N1/n(x)}x∈K of K has a finite subcover

{N1/n(x1,n), . . . , N1/n(xrn,n)}

where rn ∈ N. Consider the set

E =
∞⋃
n=1

{x1,n, . . . , xrn,n},
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which is a countable union of finite sets and is therefore at most countable. Let y ∈ K \ E
and δ > 0. Choose n ∈ N such that 1

n
< δ. Then there exists 1 ≤ j ≤ rn such that

y ∈ N1/n(xj,n) since {N1/n(xi,n)}rni=1 covers K. Hence, xj,n ∈ N1/n(y) ⊂ Nδ(y), so y is a limit
point of E. Therefore, E = K.

Lemma 7.36. Let {fn} be a pointwise-bounded sequence of functions E → C where E is at
most countable. Then there exists a subsequence {fnk

} that converges pointwise on E.

Proof. Suppose E is infinite. Write E = {x1, x2, x3, . . . }. Since {fn(x1)}n is a bounded
sequence in C, there exists a subsequence S1 = {fn1,j

} such that {fn1,j
(x1)}j converges (in

C). Recursively, suppose we have a subsequence Si = {fni,j
}j such that {fni,j

(xi)}j converges.
Then {fni,j

(xi+1)}j is a bounded sequence in C, so there is a subsequence Si+1 = {fni+1,j
}j

of Si such that {fni+1,j
(xi+1)}j converges. This recursive procedure constructs subsequences

Si = {fni,j
}j such that for each i, Si+1 is a subsequence of Si and {fni,j

(xi)}j converges. Now
form the subsequence S = {fnk,k

}k. Then for each i, we have that fnk,k
∈ Si for all k ≥ i. In

other words, S is eventually a subsequence of Si for all i. Hence, {fnk,k
(xi)}k converges for

each i, so the subsequence S converges pointwise on E.
If E is finite, the recursive procedure for constructing the subsequences Si terminates after

a finite number of steps. The final subsequence S|E| is a subsequence of all of S1, . . . , S|E|−1,
so S|E| is pointwise-convergent on E.

Theorem 7.37 (Arzelà–Ascoli). Let K be compact, and suppose {fn} is an equicontinuous
and pointwise-bounded sequence in C(K;C). Then:

(a) {fn} is uniformly bounded.
(b) There exists a subsequence {fnk

} that converges uniformly on K.

Proof. (a) The pointwise-bounded assumption means that for all x ∈ K, there existsMx ≥ 0
such that |fn(x)| ≤ Mx for all n ∈ N. Since {fn} is equicontinuous, there exists δ > 0 such
that |fn(x) − fn(y)| < 1 for all n ∈ N and x, y ∈ K such that d(x, y) < δ. Note that
{Nδ(x)}x∈K is an open cover of K. By compactness of K, there exists a finite subcover
{Nδ(x1), . . . , Nδ(xr)}. LetM = max{Mx1 , . . . ,Mxr}. Now fix n ∈ N and x ∈ K. Then there
exists 1 ≤ j ≤ r such that x ∈ Nδ(xj) since {Nδ(x1), . . . , Nδ(xr)} covers K. Hence,

|fn(x)| = |fn(x)− fn(xj) + fn(xj)|
≤ |fn(x)− fn(xj)|+ |fn(xj)|
< 1 +Mxj

since d(x, xj) < δ

≤ 1 +M.

Therefore, {fn} is uniformly bounded.
(b) Fix ϵ > 0. By equicontinuity, there exists δ > 0 such that |fn(x) − fn(y)| < ϵ

3
for

all n ∈ N and x, y ∈ K such that d(x, y) < δ. By Lemma 7.35, K has a dense subset E
that is at most countable. The density of E ensures that for all x ∈ K, there exists y ∈ E
such that x ∈ Nδ(y). Hence, {Nδ(x)}x∈E is an open cover of K, and by compactness of
K, there exists a finite subcover {Nδ(x1), . . . , Nδ(xr)}. Lemma 7.36 says that there is a
subsequence {fnk

} of {fn} that converges pointwise on E. For all integers 1 ≤ j ≤ r, since
xj ∈ E, there exists Nj ∈ N such that |fnk

(xj) − fnℓ
(xj)| < ϵ

3
whenever k, ℓ ≥ Nj. Put

130



N = max{N1, . . . , Nr} ∈ N. Fix x ∈ K and k, ℓ ≥ N . Then there exists 1 ≤ j ≤ r such that
x ∈ Nδ(xj) since {Nδ(x1), . . . , Nδ(xr)} covers K. Hence,

|fnk
(x)− fnℓ

(x)| ≤ |fnk
(x)− fnk

(xj)|+ |fnk
(xj)− fnℓ

(xj)|+ |fnℓ
(xj)− fnℓ

(x)|

<
ϵ

3
+
ϵ

3
+
ϵ

3
since d(x, xj) < δ and k, ℓ ≥ N ≥ Nj

= ϵ,

so {fnk
} converges uniformly by the Cauchy Criterion.

Exercise 7.38. Let K be compact. Prove that a subset E of C(K;C) (equipped with
the supremum metric) is compact if and only if E is closed, bounded, and equicontinuous.
(Recall Theorem 3.70, which says that compactness is equivalent to sequential compactness.)

7.7 The Stone–Weierstrass Theorem

Approximating functions using simpler functions is a common theme in analysis. Taylor
series use polynomials to approximate infinitely-differentiable functions. Fourier series use
periodic functions (einx) to approximate square-integrable functions. The big theorem that
this section builds up to is called the Stone–Weierstrass Theorem and looks like this:

Let K be a compact set and A be a set of continuous functions K → R that satisfy
certain hypotheses. Then for any continuous function f : K → R, there exists a sequence of
functions ϕn ∈ A that converge uniformly to f on K.

We start with a special case: the Weierstrass Approximation Theorem.

Theorem 7.39 (Weierstrass Approximation Theorem). Let f : [a, b] → R be continuous.
Then there exists a sequence of real polynomials pn that converges uniformly to f on [a, b].

The proof we present is motivated by probability theory. After giving the proof, we will
explain the key steps from a probabilistic perspective.

Proof. It suffices to prove the theorem for a = 0 and b = 1 because any function on [a, b]
can be linearly transformed into a function on [0, 1] and vice versa. We claim that the
polynomials

pn(x) =
n∑

k=0

f

(
k

n

)(
n

k

)
xk(1− x)n−k (3)

converge to f uniformly on [0, 1]. We first note that

n∑
k=0

(
n

k

)
xk(1− x)n−k = 1, (4)

n∑
k=0

k

(
n

k

)
xk(1− x)n−k = nx, (5)

131



and
n∑

k=0

k2
(
n

k

)
xk(1− x)n−k = n(n− 1)x2 + nx (6)

for all n ≥ 0 and x ∈ R; the proofs mainly rely on the Binomial Theorem. These three
equations together imply that

n∑
k=0

(k − nx)2
(
n

k

)
xk(1− x)n−k = nx(1− x). (7)

The key ingredient of the proof is the observation that for all n ≥ 1, 0 < x < 1, and m > 0,

nx(1− x) =
n∑

k=0

(k − nx)2
(
n

k

)
xk(1− x)n−k

≥
∑

|k−nx|≥m
√

nx(1−x)

(k − nx)2
(
n

k

)
xk(1− x)n−k

≥
∑

|k−nx|≥m
√

nx(1−x)

m2nx(1− x)

(
n

k

)
xk(1− x)n−k

= m2nx(1− x)
∑

|k−nx|≥m
√

nx(1−x)

(
n

k

)
xk(1− x)n−k,

which implies that ∑
|k−nx|≥m

√
nx(1−x)

(
n

k

)
xk(1− x)k ≤ 1

m2
. (8)

It is clear that (8) also holds when x = 0 or x = 1, since the left-hand side equals 0 in these

cases. Note that the inequality |k−nx| ≥ m
√
nx(1− x) is equivalent to | k

n
−x| ≥ m

√
x(1−x)

n
.

Therefore, by applying (8) with m = n1/3, we obtain that∑
| k
n
−x|≥n−1/6

√
x(1−x)

(
n

k

)
xk(1− x)n−k ≤ 1

n2/3
. (9)

Fix ϵ > 0. Let M = supt∈[0,1] |f(t)|, which is finite since f is continuous and [0, 1] is
compact. Note that f is uniformly continuous on [0, 1] since [0, 1] is compact. Hence, there
exists δ > 0 such that if s, t ∈ [0, 1] and |s− t| < δ, then |f(s)− f(t)| < ϵ. Pick N ∈ N such
that 1

n2/3 < ϵ and 1
2n1/6 < δ for all n ≥ N . For a fixed x ∈ [0, 1] and n ≥ N ,

|pn(x)− f(x)| =

∣∣∣∣∣
n∑

k=0

f

(
k

n

)(
n

k

)
xk(1− x)n−k − f(x)

∣∣∣∣∣
=

∣∣∣∣∣
n∑

k=0

[
f

(
k

n

)
− f(x)

](
n

k

)
xk(1− x)n−k

∣∣∣∣∣ by (4)
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≤
n∑

k=0

∣∣∣∣f (kn
)
− f(x)

∣∣∣∣ (nk
)
xk(1− x)n−k

=
∑

| k
n
−x|≤n−1/6

√
x(1−x)

∣∣∣∣f (kn
)
− f(x)

∣∣∣∣ (nk
)
xk(1− x)n−k

+
∑

| k
n
−x|≥n−1/6

√
x(1−x)

∣∣∣∣f (kn
)
− f(x)

∣∣∣∣ (nk
)
xk(1− x)n−k.

Now note that
√
t(1− t) ≤ 1

2
for all t ∈ [0, 1]. Hence, n−1/6

√
x(1− x) ≤ 1

2
n−1/6 < δ, so if

| k
n
− x| ≤ n−1/6

√
x(1− x), then |f( k

n
)− f(x)| < ϵ. We therefore obtain the bound

∑
| k
n
−x|≤n−1/6

√
x(1−x)

∣∣∣∣f (kn
)
− f(x)

∣∣∣∣ (nk
)
xk(1− x)n−k ≤ ϵ

n∑
k=0

(
n

k

)
xk(1− x)n−k = ϵ.

We also have that ∑
| k
n
−x|≥n−1/6

√
x(1−x)

∣∣∣∣f (kn
)
− f(x)

∣∣∣∣ (nk
)
xk(1− x)n−k

≤ 2M
∑

| k
n
−x|≥n−1/6

√
x(1−x)

(
n

k

)
xk(1− x)n−k

≤ 2Mϵ

by (9). Therefore,
|pn(x)− f(x)| ≤ ϵ+ 2Mϵ = (1 + 2M)ϵ

for all x ∈ [0, 1] and n ≥ N , so pn → f uniformly on [0, 1].

We now give the probabilistic motivation behind the proof. Suppose we have a coin
which, when flipped, lands on heads with a fixed probability x ∈ [0, 1]. For any n ∈ N,
define the discrete random variable Xn to be the number of times the coin lands on heads
when flipped n times in succession. Then for any integer 0 ≤ k ≤ n, we have that

Pr(Xn = k) =

(
n

k

)
xk(1− x)n−k.

Equation (4) encodes the fact that the sum of these probabilities for 0 ≤ k ≤ n should be 1.
The expectation of a discrete random variable Y is

E(Xn) :=
∑
y∈S

yPr(Y = y),

where S is the (at most countable) set of possible values that Y can take. The variance of
Y is

Var(Y ) := E([Y − E(Y )]2) = E(Y 2)− E(Y )2.
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Equations (5) and (7) encode the facts that E(Xn) = nx and Var(Xn) = nx(1−x). The key
inequality (8) is an instance of Chebyshev’s inequality : for any random variable Y , if m > 0,
then

Pr(|Y − µ| ≥ mσ) ≤ 1

m2
,

where µ = E(Y ) and σ =
√

Var(Y ). Applying Chebyshev’s inequality with Y = Xn gives
(8).

The polynomials defined in (3) may be more easily remembered as

pn(x) = E(f(Vn))

where Vn = Xn

n
. These polynomials are called Bernstein polynomials, named after the

mathematician who found the probabilistic proof of the Weierstrass Approximation Theorem.
Note that Vn represents the proportion of times that the coin lands on heads. By linearity
of expectation, E(Vn) = x and Var(Vn) =

x(1−x)
n

, so when n is large, the value of Vn should
be close to x most of the time since the variance tends to 0. Since f is continuous, f(Vn)
should be close to f(x) most of the time. Thus, E(f(Vn)) should be close to f(x) when n is
large, and the uniform convergence results from the uniform continuity of f .

Definition 7.40. Let E be a set, and let F be R or C. LetA be a set of functions f : E → F .
We say that A is an F -algebra if for all f, g ∈ A and c ∈ F ,

(i) f + g ∈ A,
(ii) fg ∈ A, and
(iii) cf ∈ A.

The uniform closure of A, denoted A, is the set of functions ϕ : E → F for which there
exists a sequence of functions ϕn ∈ A that converge uniformly to ϕ. It is clear that A ⊂ A
since constant sequences of functions converge uniformly. We say that A is uniformly closed
if A = A.

Theorem 7.41. If A is an F -algebra of bounded functions f : E → F , then A is a uniformly-
closed F -algebra.

Proof. Theorem 7.9 implies that A is an F -algebra since A is an F -algebra of bounded
functions. (It may seem that Theorem 7.9 only applies if A is a C-algebra, but since we can
view R as a subset of C, Theorem 7.9 also applies if A is an R-algebra.) We just need to prove
that A is uniformly closed. Suppose a sequence of functions fn ∈ A converges uniformly on
E to some function f : E → F . Fix ϵ > 0. For each n, since fn ∈ A, there exists gn ∈ A
such that |fn(x)− gn(x)| < ϵ for all x ∈ E. Choose N ∈ N such that |fn(x)− f(x)| < ϵ for
all n ≥ N and x ∈ E. If n ≥ N , then

|gn(x)− f(x)| ≤ |gn(x)− fn(x)|+ |fn(x)− f(x)| < ϵ+ ϵ = 2ϵ

for all x ∈ E. Therefore, gn → f uniformly on E, so f ∈ A, which means A is uniformly
closed.

Definition 7.42. Let A be an F -algebra of functions f : E → F . We say that A separates
points of E if for all distinct x1, x2 ∈ E, there exists f ∈ A such that f(x1) ̸= f(x2). We say
that A vanishes at no point of E if for all x ∈ E, there exists f ∈ A such that f(x) ̸= 0.
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Lemma 7.43. Let A be an R-algebra of bounded functions f : E → R. If f, g ∈ A, then
(a) |f | ∈ A,
(b) max{f, g} ∈ A, and
(c) min{f, g} ∈ A.

Proof. Let M ∈ R such that |f(x)| ≤ M for all x ∈ E. Fix ϵ > 0. Since the map
x 7→ |x| is continuous on [−M,M ], Theorem 7.39 says that there exists a polynomial p(x) =
c0 + c1x + · · · + cnx

n such that |p(x) − |x|| < ϵ
2
for all x ∈ [−M,M ]. Notice that |c0| =

|p(0)| = |p(0)− |0|| < ϵ
2
. Let q(x) = p(x)− c0 = c1x+ · · ·+ cnx

n. Then

|q(x)− |x|| ≤ |p(x)− |x||+ | − c0| <
ϵ

2
+
ϵ

2
= ϵ

for all x ∈ [−M,M ]. Hence, if x ∈ E, then

|q(f(x))− |f(x)|| < ϵ

because f(x) ∈ [−M,M ]. Now notice that q ◦ f = c1f + · · ·+ cnf
n ∈ A. Therefore, |f | can

be uniformly approximated by functions in A, so |f | ∈ A. This proves part (a).
Parts (b) and (c) now follow from the identities

max{f, g} =
1

2
(f + g) +

1

2
|f − g|

and

min{f, g} =
1

2
(f + g)− 1

2
|f − g|,

together with the fact that A is an R-algebra (Theorem 7.41).

Lemma 7.44. Let A be an F -algebra of functions f : E → F that separates points and
vanishes at no point. For any x1, x2 ∈ E and c1, c2 ∈ F with x1 ̸= x2, there exists f ∈ A
such that f(x1) = c1 and f(x2) = c2.

Proof. Since A separates points of E, there exists g ∈ A such that g(x1) ̸= g(x2). Since A
vanishes at no point, there exist h1, h2 ∈ A such that h1(x1) ̸= 0 and h2(x2) ̸= 0. Define

ϕ1(x) =
[g(x)− g(x2)]h1(x)

[g(x1)− g(x2)]h1(x1)
=

1

[g(x1)− g(x2)]h1(x1)
[g(x)h1(x)− g(x2)h1(x)]

and

ϕ2(x) =
[g(x)− g(x1)]h2(x)

[g(x2)− g(x1)]h2(x2)
=

1

[g(x2)− g(x1)]h2(x2)
[g(x)h2(x)− g(x1)h2(x)].

Then ϕ1, ϕ2 ∈ A. Also, ϕ1(x1) = 1, ϕ1(x2) = 0, ϕ2(x1) = 0, and ϕ2(x2) = 1. Let f =
c1ϕ1 + c2ϕ2 ∈ A. Then f(x1) = c1 and f(x2) = c2.

We are now ready to state and prove the Stone–Weierstrass Theorem. The proof is an
excellent demonstration of the power of compactness.
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Theorem 7.45 (Real Stone–Weierstrass Theorem). Let K be compact and A ⊂ C(K;R) be
an R-algebra that separates points and vanishes at no point. Then A = C(K;R).

Proof. Theorem 7.16 implies that A ⊂ C(K;R). All functions in C(K;R) and hence in A
are bounded. Therefore, A is uniformly closed by Theorem 7.41.

Fix ϕ ∈ C(K;R) and ϵ > 0. We claim that for all x ∈ K, there exists fx ∈ A such
that fx(x) = ϕ(x) and fx(y) < ϕ(y) + ϵ for all y ∈ K. For all t ∈ K \ {x}, Lemma 7.44
says that there exists a function gx,t ∈ A such that gx,t(x) = ϕ(x) and gx,t(t) = ϕ(t). Let
Sx,t = {y ∈ K | gx,t(y) < ϕ(y) + ϵ}, and notice that

Sx,t = (gx,t − ϕ)−1((−∞, ϵ)).

Hence, Sx,t is an open set because gx,t−ϕ is continuous and (−∞, ϵ) is an open set. Moreover,
t ∈ Sx,t because gx,t(t) = ϕ(t) < ϕ(t) + ϵ. The collection {Sx,t}t∈K is therefore an open
cover of K. Since K is compact, there exists a finite subcover {Sx,t1 , . . . , Sx,tn}. Put fx =
min1≤i≤n gx,ti . Repeated application of Lemma 7.43 yields that fx ∈ A. We immediately
have that fx(x) = ϕ(x) since gx,ti(x) = ϕ(x) for all i. Fix y ∈ K, and let 1 ≤ j ≤ n such
that y ∈ Sx,tj . Then

fx(y) ≤ gx,tj(y) < ϕ(y) + ϵ,

proving our claim.
Now we construct f ∈ A such that |f(y)− ϕ(y)| < ϵ for all y ∈ K. For each x ∈ K, let

Tx = {y ∈ K | fx(y) > ϕ(y)− ϵ}. Then

Tx = (fx − ϕ)−1((−ϵ,∞))

is an open set, and x ∈ Tx since fx(x) = ϕ(x) > ϕ(x)− ϵ. Hence, {Tx}x∈K is an open cover
of K, so there exists a finite subcover {Tx1 , . . . , Txm}. Put f = max1≤i≤m fxi

, and note that
f ∈ A by Lemma 7.43. Fix y ∈ K, and let 1 ≤ j ≤ n such that y ∈ Txj

. Then

f(y) ≥ fxj
(y) > ϕ(y)− ϵ.

On the other hand, fxi
(y) < ϕ(y) + ϵ for all i by construction of the functions fx, so

f(y) < ϕ(y) + ϵ. Altogether, we have that ϕ(y)− ϵ < f(y) < ϕ(y) + ϵ, so |f(y)− ϕ(y)| < ϵ.
Since ϵ > 0 is arbitrary, we can obtain a sequence {ϕn}n∈N of functions in A such that

|ϕn(y) − ϕ(y)| < 1
n

for all n ∈ N and y ∈ K. The ϕn uniformly converge to ϕ since

limn→∞
1
n
= 0. Therefore, ϕ ∈ A since A is uniformly closed.

Definition 7.46. A C-algebra A of functions f : E → C is self-adjoint if f ∈ A implies
that f ∈ A, where f(x) := f(x).

Theorem 7.47 (Complex Stone–Weierstrass Theorem). Let K be compact and A ⊂ C(K;C)
be a self-adjoint C-algebra that separates points and vanishes at no point. Then A = C(K;C).

Proof. Just as in the proof of Theorem 7.45, it is immediate that A ⊂ C(K;C) and that A
is uniformly closed. Fix ϕ ∈ C(K;C). We can easily verify that |ϕ(x)−ϕ(y)| = |ϕ(x)−ϕ(y)|
for all x, y ∈ K. Therefore, ϕ is continuous (write out the ϵ − δ definition of continuity on
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ϕ and realize that it also applies to ϕ). Also, ϕ is bounded because |ϕ(x)| = |ϕ(x)| for all
x ∈ K. Consequently,

Re(ϕ) =
ϕ+ ϕ

2
∈ C(K;R) (10)

and

Im(ϕ) =
ϕ− ϕ

2i
∈ C(K;R).

Let B = {Re(f) | f ∈ A}. Then B ⊂ C(K;R). Also, since A is self-adjoint, equation
(10) implies that B ⊂ A. It now suffices to show that B is an R-algebra that separates
points and vanishes at no point. Indeed, if B satisfies the hypotheses of Theorem 7.45, then
Re(ϕ) ∈ B ⊂ A and Im(ϕ) ∈ B ⊂ A. Since A is uniformly closed, we would conclude that
ϕ = Re(ϕ) + iIm(ϕ) ∈ A.

Let α, β ∈ B and c ∈ R. Then there exist f, g ∈ A such that α = Re(f) and β = Re(g).
Note that

cα = Re(cf) ∈ B,
α + β = Re(f + g) ∈ B,

and

αβ =

(
f + f

2

)(
g + g

2

)
=
fg + fg + fg + fg

4
= Re

(
fg + fg

2

)
∈ B.

Therefore, B is an R-algebra.
Let x, y ∈ K such that x ̸= y. Since A vanishes at no point, there exists f ∈ A such that

f(x) ̸= 0. Let g = Re( 1
f(x)

f) ∈ B. Then g(x) = 1 ̸= 0, so B vanishes at no point. Also, by

Lemma 7.44, there exists h ∈ A such that h(x) = 1 and h(y) = 2. Letting ℓ = Re(h) ∈ B,
we have that ℓ(x) = 1 ̸= 2 = ℓ(y), so B separates points of K.

Exercise 7.48 (Fourier series). This exercise assumes familiarity with the complex expo-
nential eiθ = cos θ + i sin θ.

For all f ∈ R[a, b], let

||f ||2 =
(∫ b

a

|f |2 dx
)1/2

.

(a) Assume f ∈ R[a, b] is real-valued, and fix ϵ > 0. Prove that there exists a continuous
function g : [a, b] → R such that g(a) = f(a), g(b) = f(b), and ||f − g||2 < ϵ. Hint: pick
a suitable partition P = {x0, . . . , xn} of [a, b], then construct g by stitching together line
segments from (xi−1, f(xi−1)) to (xi, f(xi)) for all i.

(b) Assume f ∈ R[a, b] is complex-valued (recall that this means Re(f) and Im(f) are
in R[a, b]). Fix ϵ > 0, and prove that there exists a continuous g : [a, b] → C such that
g(a) = f(a), g(b) = f(b), and ||f − g||2 < ϵ.

(c) Let T = {z ∈ C : |z| = 1}. Prove that if g : R → C is 2π-periodic (meaning that
g(−π) = g(π)), then there exists a continuous ϕ : T → C such that g(θ) = ϕ(eiθ) for all
θ ∈ R.

(d) Let

A =

{
ϕ : T → C

∣∣∣∣∣ ∃N ≥ 0 and cn ∈ C such that ϕ(eiθ) =
N∑

n=−N

cne
inθ

}
.
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Prove that A is a C-algebra that separates points, vanishes at no point, and is self-adjoint.
(e) Let g : R → C be continuous and 2π-periodic. Prove that for all ϵ > 0, there exists

ϕ ∈ A such that ||g − ψ||∞ < ϵ where ψ(θ) = ϕ(eiθ).
(f) Prove that if f : R → C is Riemann-integrable (on [−π, π]) and 2π-periodic, then

there exists a function of the form ψ(θ) =
∑N

n=−N cne
inθ (where cn ∈ C, N ≥ 0) such that

||f − ψ||2 < ϵ.

Exercise 7.49 (Parseval’s Theorem). Let

L2[−π, π] =
{
f : [−π, π] → C

∣∣∣∣ f ∈ R[−π, π] and
∫ π

−π

|f |2 dx <∞
}
.

Then L2[−π, π] is a vector space over C. For f, g ∈ L2[−π, π], let

⟨f, g⟩ := 1

2π

∫ π

−π

f(x)g(x) dx.

This defines a semi-inner product on L2[−π, π] and induces the seminorm

||f || :=
√
⟨f, f⟩ =

√
1

2π

∫ π

−π

|f |2 dx.

(You do not need to prove these facts.)
Throughout, let f ∈ L2[−π, π]. For all n ∈ Z, we define the nth Fourier coefficient of f

as

f̂n := ⟨f, einx⟩ = 1

2π

∫ π

−π

f(x)e−inx dx.

The goal of this exercise is to prove that

||f ||2 = lim
N→∞

N∑
n=−N

|f̂n|2,

which is known as Parseval’s Theorem.
(a) Let n,m ∈ Z. Prove that

⟨einx, eimx⟩ =

{
1 if n = m

0 if n ̸= m.

(b) For all N ≥ 0, let

VN =

{
ψ : [−π, π] → C

∣∣∣∣∣ ∃cn ∈ C such that ψ(x) =
N∑

n=−N

cne
inx

}
.

(Note that VN is a linear subspace of L2[−π, π]. Part (a) proves that the set of functions

BN = {einx}Nn=−N = {e−iNx, . . . , e−ix, 1, eix, . . . , eiNx}
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forms an orthonormal basis of VN .)
Let sN(x) :=

∑N
n=−N f̂ne

inx. Prove that for all ζ ∈ VN , ⟨f−sN , ζ⟩ = 0. (In the language of
linear algebra, sN is the orthogonal projection of f onto VN .) Hence, prove the “Pythagorean
Theorem”: if ψ ∈ VN , then

||f − ψ||2 = ||f − sN ||2 + ||sN − ψ||2.

Conclude that
||f ||2 = ||sN ||2 + ||f − sN ||2

and that ||f − sN || ≤ ||f − ψ||.
(c) Using the result of Exercise 7.48(f), show that for all ϵ > 0, there exists N ≥ 0 and

ψ ∈ VN such that ||f − ψ|| < ϵ. Hence, prove that

lim
N→∞

||f − sN || = 0.

(Warning: this does not necessarily mean that limN→∞ sN(x) exists for each x.)
(d) Prove that if ψ(x) =

∑N
n=−N cne

inx, then

||ψ||2 =
N∑

n=−N

|cn|2.

Conclude that

lim
N→∞

N∑
n=−N

|f̂n|2 = ||f ||2.

(e) Use Parseval’s Theorem with f(x) = x to prove that

∞∑
n=1

1

n2
=
π2

6
.

Exercise 7.50. Suppose f : R → R is 2π-periodic and continuously differentiable (meaning
f ′ is continuous on R). Prove that

∑∞
n=−∞ |f̂n| converges. Then prove that

∑∞
n=−∞ f̂ne

inx

converges uniformly to f on all of R.

Exercise 7.51. Let f : [0, 1] → R be Riemann integrable. Suppose that∫ 1

0

f(x)xn dx = 0

for all integers n ≥ 0. Prove that if f is continuous at some point x0 ∈ [0, 1], then f(x0) = 0.
Hint: using the Weierstrass Approximation Theorem and the result of Exercise 7.48(a),

show that
∫ 1

0
(f(x))2 dx = 0. Now what happens if f(x0) ̸= 0?
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