
Results
■ ColBERT, List-in-T5, and monoT5 outperform the BM25 (+RM3) baselines
■ Our three approaches substantially outperform all five baselines!
■ Keyqueries perform the best and generalize well to new documents
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Historic Relevance Feedback

Conclusion

1. The advanced approaches 
generalize beyond known 
documents

2. Few feedback docs already 
substantially improve the retrieval 
effectiveness

3. Systems outperform expensive 
transformer-based models at a 
much lower cost
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The same query…
          …over and over again.

■ User interactions as relevance indicators
■ We counterfactually assume that these 

pseudo-relevance labels are still valid, 
even if the documents changed

■ These pseudo-relevance labels can be 
used to rewrite users’ queries

Timestamp 0

Alphabetical list 
of bird songs 
you may like…

Best phone ring 
tone? Enjoy bird 
songs…

311 songs by 
birds from 
France by 
species…

Timestamp 1

D1

D2

D3

Get phone tones 
from the charts 
free…

312 songs by 
birds from France 
by species…

Document was 
deleted from the 
web, relevance 
is unknown

Document 
was updated 
and became 
non relevant

Document was 
updated but is 
still relevant

DELETE
UPDATE

UPDATE

     Keyqueries
Perfect query for target docs

■ Rewrite user query into a keyquery
■ Based on the previously relevant 

documents as target documents

■ Prevents over and under fitting of 
the ranking to the target documents

     Relevance Feedback
■ Expand users’ queries with terms 

from previously relevant docs
■ Terms with top-k tf-idf scores
■ Can be calculated offline as soon as 

relevance feedback exists
■ RM3 as equivalent for new queries
■ Generalizes to new and updated 

documents

     Boosting
■ Boost known documents based on 

their historic relevance feedback
■ Can be repeated over time

■ Can not generalize beyond known 
query-document pairs

Experiments
■ Evaluated on six sub-collections 

between June 2023 and August 2024 
of the LongEval Web collection

■ Ablation study investigates how the 
systems generalize to new documents

Overlapping Queries Document Similarity

Many queries a search engine 
receives are not new!

How should this change the 
behaviour of the search engine?
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Query q is a keyquery for a set D 
of target documents against a 
search engine iff: 
1. Every d ∈ D is in the top-k 

results. (specificity)
2. Query q has at least l results. 

(generality)
3. No subquery q′ ⊂ q satisfies 

the above. (minimality)

nDCG on judged documents onlyNormalized Discounted Cumulative Gain (nDCG)
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