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Abstract
Automatic text summarization is a long-standing task with its origins in
summarizing scholarly documents by generating their abstracts. While
older approaches mainly focused on generating extractive summaries, re-
cent approaches using neural architectures have helped the task advance
towards generating more abstractive, human-like summaries.

Yet, the majority of the research in automatic text summarization has fo-
cused on summarizing professionally-written news articles due to easier
availability of large-scale datasets with ground truth summaries in this do-
main. Moreover, the inverted pyramid writing style enforced in news arti-
cles places crucial information in the top sentences, essentially summariz-
ing it. This allows for a more reliable identification of ground truth for con-
structing datasets. In contrast, user-generated discourse, such as social me-
dia forums or debate portals, has acquired comparably little attention, de-
spite its evident importance. Possible reasons include the challenges posed
by the informal nature of user-generated discourse, which often lacks a rigid
structure, such as news articles, and the difficulty of obtaining high-quality
ground truth summaries for this text register.

This thesis aims to address this existing gap by delivering the follow-
ing novel contributions in the form of datasets, methodologies, and eval-
uation strategies for automatically summarizing user-generated discourse:
(1) three new datasets for the registers of social media posts and argumen-
tative texts containing author-provided ground truth summaries as well as
crowdsourced summaries for argumentative texts by adapting theoretical
definitions of high-quality summaries; (2)methodologies for creating infor-
mative as well as indicative summaries for long discussions of controversial
topics; (3) user-centric evaluation processes that emphasize the purpose
and provenance of the summary for qualitative assessment of the summa-
rization models; and (4) tools for facilitating the development and evalua-
tion of summarization models that leverage visual analytics and interactive
interfaces to enable a fine-grained inspection of the automatically generated
summaries in relation to their source documents.

iii



iv



Contents
1 Introduction 3

1.1 Understanding User-Generated Discourse . . . . . . . . . . . 3
1.2 The Role of Automatic Summarization . . . . . . . . . . . . . 5
1.3 Research Questions and Contributions . . . . . . . . . . . . . 10
1.4 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.5 Publication Record . . . . . . . . . . . . . . . . . . . . . . . . 17

2 The Task of Text Summarization 19
2.1 Decoding Human Summarization Practices . . . . . . . . . . 19
2.2 Exploring Automatic Summarization Methods . . . . . . . . 27
2.3 Evaluation of Automatic Summarization and its Challenges 33
2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3 Defining Good Summaries: Examining News Editorials 45
3.1 Key Characteristics of News Editorials . . . . . . . . . . . . . 45
3.2 Operationalizing High-Quality Summaries . . . . . . . . . . 48
3.3 Evaluating and Ensuring Summary Quality . . . . . . . . . . 53
3.4 Automatic Extractive Summarization of News Editorials . . 58
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4 Mining Social Media for Author-provided Summaries 63
4.1 Leveraging Human Signals for Summary Identification . . . 64
4.2 Constructing a Corpus of Abstractive Summaries . . . . . . . 65
4.3 Insights from the TL;DR Challenge . . . . . . . . . . . . . . . 69
4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5 Generating Conclusions for Argumentative Texts 79
5.1 Identifying Author-provided Conclusions . . . . . . . . . . . 80
5.2 Enhancing Pretrained Models with External Knowledge . . . 86
5.3 Evaluating Informative Conclusion Generation . . . . . . . . 91
5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6 Frame-Oriented Summarization of Argumentative Discussions 97
6.1 Importance of Summaries for Argumentative Discussions . . 97
6.2 Employing Argumentation Frames as Anchor Points . . . . . 102

v



1

6.3 Extractive Summarization of Argumentative Discussions . . 102
6.4 Evaluation of Extractive Summaries via Relevance Judgments 110
6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

7 Indicative Summarization of Long Discussions 115
7.1 Table of Contents as an Indicative Summary . . . . . . . . . 116
7.2 Unsupervised Summarization with Large Language Models 119
7.3 Comprehensive Analysis of Prompt Engineering . . . . . . . 122
7.4 Purpose-driven Evaluation of Summary Usefulness . . . . . 123
7.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

8 Summary Explorer: Visual Analytics for the Qualitative As-
sessment of the State of the Art in Text Summarization 133
8.1 Limitations of Automatic Evaluation Metrics . . . . . . . . . 134
8.2 Designing Interfaces for Visual Exploration of Summaries . . 136
8.3 Corpora, Models, and Case Studies . . . . . . . . . . . . . . . 139
8.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

9 SummaryWorkbench: ReproducibleModels andMetrics for
Text Summarization 145
9.1 Addressing the Requirements for Summarization Researchers 145
9.2 AUnified Interface forApplying andEvaluating State-of-the-

Art Models and Metrics . . . . . . . . . . . . . . . . . . . . . 148
9.3 Models and Measures . . . . . . . . . . . . . . . . . . . . . . 150
9.4 Curated Artifacts and Interaction Scenarios . . . . . . . . . . 151
9.5 Interaction Use Cases . . . . . . . . . . . . . . . . . . . . . . . 156
9.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

10 Conclusion 159
10.1 Key Contributions of the Thesis . . . . . . . . . . . . . . . . . 159
10.2 Open Problems and Future Work . . . . . . . . . . . . . . . . 161

A Appendix 163
A.1 Argumentativeness Scoring for Frame Assignment . . . . . . 163
A.2 Collecting Relevance Judgments for Frame Assignment . . . 163
A.3 Preprocessing Discussions . . . . . . . . . . . . . . . . . . . . 177
A.4 Soft Clustering Implementation . . . . . . . . . . . . . . . . . 177
A.5 Generative Cluster Labeling . . . . . . . . . . . . . . . . . . . 178
A.6 Assigning Frames to Cluster Labels . . . . . . . . . . . . . . . 187

References 219



2



1
Introduction

This thesis focuses on automatic text summarization and its evaluation from
a human-centered perspective within the domain of user-generated dis-
course. Specifically, it focuses on textual sources like social media posts,
argumentative texts, and forumdiscussions in particular. This chapter gives
a concise background on the domain of user-generated discourse, describes
the role of automatic text summarization, and highlights the research gaps
that my thesis aims to address. Next, it outlines the research questions
tackled and the corresponding contributions grouped into three aspects of
summarization research namely data, methodologies, and evaluation. The
chapter then concludes with the publication record that is the basis of this
thesis as well as publications that represent my broader research interests.

1.1 Understanding User-Generated Discourse

A significant portion of the information we consume on a daily basis comes
from various user-generated sources like social media, for example, Red-
dit posts or Tweets, opinionated texts such as news editorials, and forum
discussions facilitated by social media platforms and debate portals. It is
estimated that by 2023, 3.5 trillion pieces of content including media for-
mats such as audio, video, images will be created and shared on the web,
each month [196]. Collectively known as user-generated content, these con-
tributions from active internet users with diverse backgrounds and demo-
graphics aim to benefit both individuals and society as a whole, by enabling
the sharing of knowledge on various topics of interest.

3



4 1.1 Understanding User-Generated Discourse

User-generated discourse, a subclass of user-generated content, covers a
broad spectrumof topics, including politics, societal changes, science, enter-
tainment, technology, and product (consumer) reviews providing us with
unfiltered opinions and diverse viewpoints. As a result, it becomes an es-
sential source of information for understanding public opinions on differ-
ent matters. For instance, 74% of consumers rely on content from other
customers to make purchasing decisions [298]. This makes user-generated
discourse a crucial part of driving business decisions, such as product de-
velopment and marketing strategies, as it provides valuable insights into
the needs and preferences of the target audience. Likewise, discussions
on Reddit about controversial topics and relevant events invoke active par-
ticipation from the community. Participants in these discussions usually
introduce diverse perspectives of these issues, for instance, on Change-
MyView 1. Nonetheless, the sheer volume of user-generated discourse on
the web poses a challenge in keeping up with the latest developments in
our areas of interest. The ever-evolving nature of this content, for instance,
ongoing controversial discussions with arguments and counter-arguments,
in contrast to static sources like news reports or scientific papers, makes it
hard to stay updated. Automatic summarization has a strong potential to
tackle this challenge and facilitate effective information processing.

Characteristics of User-Generated Discourse

Before we delve into the process of developing automatic summarization
methods, it is crucial to consider the underlying characteristics of user-
generated discourse that must be taken into account when designing such
methods. In this section, I highlight three key aspects of user-generated
discourse that are relevant to the summarization task:

1. Structure: User-generated discourse differs fromother longform texts on
the web, for instance, news articles, in terms of content ordering. Unlike
news articles that typically present the gist at the beginning in the lead
paragraph, user-generated discourse often follows amore narrative style
involving multiple arguments, scattering important details throughout
the document. This heterogeneity makes the task of summarizing this
register challenging by comparison, as no heuristic can be formulated
for effectively identifying the most vital information within the source
document.
1https://www.old.reddit.com/r/changemyview/

https://www.old.reddit.com/r/changemyview/
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2. Style: Informality is a common characteristic of user-generated content.
The usage of abbreviations, colloquial phrases, and platform-specific
slang (as well as offensive language), which may evolve over time, can
be unfamiliar to many readers. As a result, crafting coherent and self-
contained summaries demands extra effort to ensure readability and ac-
cessibility.

3. Summary Quality: Evaluating the quality of summaries can be a com-
plex task. For instance, the lead paragraph in a news article often serves
as a reliable summary for the rest of the article, due to the inverted
pyramid writing style that places crucial information in the initial sen-
tences [237]. However, news editorials deviate from this norm. In these
pieces, the lead content is typically crafted to engage the reader’s inter-
est, rather than to offer a succinct summary of the editorial. As such, it is
essential to establish clear guidelines that take into account the desired
quality dimensions for the collection and assessment of high-quality
summaries of user-generated discourse.

1.2 The Role of Automatic Summarization

Automatic summarization employs computational methods to condense
long pieces of information to their core content, extracting or abstracting
the most important (and relevant) details. A high-quality summary saves
its readers time in understanding themain takeaways andmay even replace
the original document to some extent. Therefore, summaries serve a crucial
purpose in facilitating faster communication and sharing of ideas, knowl-
edge, and opinions with others. For long discourses, this applies too, espe-
cially if only parts of a discussion are relevant or interesting to the reader.

The process of developing automatic summarization models tailored to
a specific domain, such as user-generated discourse, encompasses three key
stages as depicted in Figure 1.1. The initial stage involves the collection of
a large-scale dataset of high-quality ground truth, which serves as a basis
for training a summarization model. For unsupervised methodologies, this
stage is simplified to compiling a small sample of summaries in advance
(test set), or alternatively, conducting a manual evaluation of the generated
summaries. The second stage requires the design of an apt model architec-
ture capable of learning to generate summaries from the compiled dataset,
and if necessary, incorporating additional features. The final stage involves
a comprehensive evaluation of the model to ascertain its ability to produce
high-quality summaries. These stages are detailed below.
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The Development Process of Automatic Text Summarization Methods 

Summary Evaluation

➔ Generate (candidate) summaries 
for the test set.

➔ Post-process the summaries for 
desired style, length, etc.

➔ Evaluate the candidates 
automatically using overlap 
metrics against ground truth 
summaries (references).

➔ Manually evaluate a sample of 
candidates with respect to the 
desired quality criteria.

Corpus Construction

➔ Identify a suitable source of 
summaries.

➔ Collect a large number of 
documents from that source. 

➔ Construct document-summary 
pairs and preprocess them. 

➔ Split the corpus into train, 
validation, and test sets resulting in 
a setup for supervised learning.

Model Selection

➔ Identify a suitable model 
architecture (e.g. seq2seq, 
pretrained LLMs).

➔ Determine objective functions, 
auxiliary tasks, finetuning 
regimen, optimal prompts, etc.

➔ Employ the constructed corpus 
for supervised learning.

➔ Determine the best model 
checkpoints based on loss. 

Figure 1.1: Overview of the process of developing automatic text summarization
models via supervised learning. The first step is to construct suitable corpora for
training the summarization model. The second step involves training the model
using the collected corpora. Finally, the trained model is evaluated automatically
and manually to ensure that it generates high-quality summaries. This thesis con-
tributes valuable resources at each step of this process.

Corpus Construction The initial and crucial step in devising supervised
methods for automatic summarization is the collection of a large-scale
dataset comprising high-quality ground truth. This dataset serves as a
benchmark for training the summarizationmodel. However, obtaining such
high-quality summaries on a substantial scale poses a significant challenge.
Past attempts to compile summarization datasets have predominantly relied
on scraping news websites to automatically extract accompanying leads as
summaries for news articles [132, 206]. Regrettably, this approach often
results in noisy and/or incomplete summaries, which may not fully encap-
sulate the gist of the news article [167]. Furthermore, the summaries are
often extractive in nature, which is not ideal for abstractive summarization
models. The models trained on such datasets are biased towards extracting
sentences rather than abstracting over the text, which may not be suitable
for summarizing user-generated discourse.

A more rational and effective alternative is to seek for abstractive sum-
maries provided by the authors of the source content. In contrast to simply
listing the important sentences from the source text, these summaries com-
press information from different parts of the text into a coherent and fluent
summary. In order to obtain such abstractive summaries from less struc-
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tured content than news articles, like social media posts, it is crucial that
one exploits some consistent author-provided signal indicating that they are
writing a summary, or else one can only resort to manually labeling sum-
maries for each individual document, which quickly becomes infeasible as
the number of documents grows.

In the case of unsupervised methods for summarization, there is no
strict requirement for a large-scale labeled collection of document-summary
pairs. The summaries can be written for a small sample of documents be-
forehand to serve as a test set for automatically evaluating the unsupervised
methods. Alternatively, the generated summaries can be directly evaluated
through a manual assessment of their suitability for a given task (i.e., the
purpose of the summary).

Model Selection The next stage involves selecting the appropriate model
architectures that can process a document and generate a high-quality sum-
mary. For supervised models, we utilize the corpus developed in the pre-
vious stage and train the model to create summaries. The document and
ground truth summary pairs from the corpus constitute labeled training
examples that supervise the learning process. Most supervised abstractive
summarization methodologies are founded on the sequence-to-sequence
architecture [312]. This architecture comprises an encoder that processes
the source document and generates a representation of it, and a decoder
that uses this representation to create the summary. The generation is based
on conditional language modeling where the decoder generates the next
word in the summary conditioned on the previously generated words. The
encoder-decoder architecture is trained to minimize the cross-entropy loss
between the generated summary and the ground truth summary.

Summary Evaluation Finally, the trained model must be evaluated to en-
sure that it generates high-quality summaries. A common practice of evalu-
ating the generated candidate summaries is to automatically compare them
with the ground truth reference summaries. This comparison is primarily
operationalized by researchers by measuring the lexical overlap between
the candidate and reference summaries usingmetrics such as ROUGE [176]
and BLEU [225]. These metrics measure the precision and recall of only
lexical units such as words or n-grams between the candidate and reference
summaries. Also, they do not consider the semantic similarity between the
two summaries. Evidently, this approach has its limitations when it comes
to abstractive summaries, whichmay include semantically similar words not
found in the document. Consequently, true qualitative assessment of sum-
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maries requires manual inspection by multiple experts considering clearly
defined quality dimensions [71]. Nevertheless, manual evaluation poses its
own set of challenges, particularly the absence of instructions to the evalua-
tors that the purpose of the summarymust also be considered during assess-
ment. For instance, how well do the generated snippets of web pages help
to quickly identify relevant documents in a search engine results page [59].
The purpose of a summary, as highlighted by Jones et al. [149], signifi-
cantly influences automatic summarization and, by extension, guides the
qualitative assessment of automatically generated summaries. Chapter 2
provides a detailed discussion on the challenges associated with evaluating
summaries as identified in the literature.

The Purpose of Summarizing User-generated Discourse

User-generated discourse represents an ever-evolving text register, driven
by the active participation of a diverse range of contributors. These indi-
viduals share their unique insights and expertise on a multitude of engag-
ing topics. Furthermore, each new generation of users, spanning various
age groups, introduces their own slang and vernacular, which continually
morphs in response to the latest trends in social communication. Themajor-
ity of the audience engages with this content with an information-seeking
perspective, aiming to make informed decisions [121]. For instance, users
often search for insights on the pros and cons of new technologies or the
advantages and disadvantages of specific policies [38, 317]. However, this
information-seeking process can be time-consuming, especially when users
are looking for specific perspectives or for an overview of all perspectives,
amidst a large number of posts.

Thus, the purpose of automatically generated summaries of these dis-
courses is to alleviate information overload, in particular, facilitating quick
comprehension of diverse perspectives on a given topic. Ideally, such sum-
marization supports users in their decision-making process, allowing them
to effectively comprehend and efficiently navigate through the content to
gain valuable insights. This is precisely the goal of this thesis, which con-
tributes unique data, effective methods, and contextualized evaluation for
automatic summarization of user-generated discourse.

Research Gaps

While automatic summarization has been a long-standing task (Chapter 2),
it has not been extensively studied for various types of user-generated web
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discourse. Designing data-driven methods for automatic summarization in
this context poses multiple challenges, including:

1. Lack of suitable datasets. The majority of datasets utilized for training
summarization models are derived from news articles. The extractive
highlights accompanying these articles, their headlines, or simply the top
few sentences (lead paragraph) are deemed as the ground truth sum-
maries. This is the case for widespread summarization datasets such as
CNN/DailyMail [206], Gigaword [114], and XSum [209]. Since, news
articles typically follow an inverted pyramid writing style, placing the
most crucial information in the initial sentences. Consequently, mod-
els trained solely on news summarization datasets display a significant
bias towards selecting the opening sentences as the document’s sum-
mary [158]. This bias hampers their ability to generalize to other do-
mains, such as user-generated discourse. In these domains, the narra-
tive writing style often disperses important information throughout the
document.

2. Insufficient evaluation. The prevalent method for evaluating auto-
matic summarization involves utilizing metrics like ROUGE [176] or
BLEU [225], which quantify the lexical overlap between the reference
and the candidate summaries. While these metrics are apt for evaluat-
ing extractive summaries, they fall short when it comes to abstractive
summaries, as they fail to capture semantic overlap of abstracted infor-
mation. Although there are several semantic similaritymetrics available,
such as MoverScore [344], BERTScore [341], and BARTScore [336], they
also have limitations. Specifically, they do not evaluate summaries on
qualitative aspects such as informativeness, coherence, and redundancy.
Consequently, a human-centric evaluation of summaries becomes essen-
tial for a comprehensive assessment of model effectiveness.

3. Purposeless task design. Evaluating the quality of summaries often
involves human assessment, guided by well-defined quality dimen-
sions [71]. Yet, the design of the annotation task typically does not ex-
plicitly specify the purpose of the summaries under evaluation. The pur-
pose of a summary is a vital context factor that affects its appropriateness
for a specific downstream task [149]. While the purpose may be implic-
itly encoded in reference summaries, explicitly stating the purpose of the
summary can aid in obtaining more reliable quality judgments from the
annotators.
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Addressing these challenges is essential for advancing automatic summa-
rization techniques in the domain of user-generated web discourse and im-
proving the overall quality and reliability of generated summaries. The re-
search questions corresponding to each of these challenges as well as the
contributions of this thesis are discussed in the following section.

1.3 Research Questions and Contributions

The primary goal of my thesis is to address the aforementioned research
gaps in a systematic manner by contributing novel methods and resources
towards improving the state-of-the-art in summarization of user-generated
discourse. Table 1.1 summarizes these contributions. This section presents
the main research questions I formulated and tackled in the thesis; some of
the chapters address multiple research questions. The sections below out-
line the research questions and contributions according to the three aspects
of summarization research: data, methods, and evaluation.

Data

1.3.1 How can high-quality summaries of argumentative texts be
defined and operationalized?

Identifying what constitutes a good summary can be a complex task, pri-
marily due to its subjective nature, which is influenced by the intended
audience and the summary’s purpose. In some documents, the structure
can inherently suggest which content is worthy of inclusion in the sum-
mary. For instance, the initial sentences of a news report, also known as the
lead, or a scholarly document’s abstract, are designed to function as sum-
maries. However, for user-generated discourse, such a structure, indicating
summary-worthy content, often does not exist. The structure of such con-
tent can range from resembling an essay with a thesis statement to being
completely unstructured, like a social media post.

In Chapter 3, we devise a definition of a high-quality summary exem-
plifying news editorials as the target domain. The choice of editorials is
strategic; being news articles, they are usually structured like well-formed
essays and represent the only news register not following the conventional
inverted pyramid writing style. Unlike standard news articles that primar-
ily aim to inform, editorials seek to persuade readers or call for a specific
action, making the lead paragraph inadequate as a summary. Editorials are
designed more to pique interest than to encapsulate the topic, necessitating
a clear definition of what constitutes a high-quality summary in this con-
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text. Moreover, since editorials are argumentative in nature, they also form
a connection to user-generated discourse, providing a discoursemodelwith
a well-formed style and structure.

In response to this, we establish and implement an annotation process for
compiling high-quality summaries of news editorials. The resulting Webis-
EditorialSum-20 corpus comprises 1330 summaries derived from 266 news
editorials, providing a robust dataset for the qualitative assessment of fu-
ture research in this domain. We identified structural differences between
high- and low-quality summaries and investigated the effectiveness of ex-
isting state-of-the-art models in summarizing opinionated text.

1.3.2 How can summary ground truth for user-generated dis-
course be collected at scale?

Unlike news articles, which often feature extractive summaries in the form
of highlights or titles, user-generated discourse, excluding news editorials,
typically lacks such structure. In Chapter 4, I delve into our innovative use
of Reddit users’ habit of including a TL;DR (Too Long, Didn’t Read sum-
mary) with their posts. Social media communities identified the need for
summarizationwhen users often responded to long posts from fellow users
with a “TL;DR” indicating that they did not have the time or interest to
read the entire content and desired a short summary of their posts. Conse-
quently, providing a “TL;DR” evolved into a more generally accepted way
of summarizing information, even in contexts outside of online forums.

We exploited this signal, for the first time, to extract highly abstractive
summaries, leading to the creation of the Webis-TLDR-17 corpus. This
dataset, comprising around 2 million <post, tl;dr> pairs, is a pioneer-
ing resource for training abstractive summarization models specifically for
social media posts.

Subsequently, in Chapter 5, I introduce a novel approach to identifying
summary ground truth with a specific purpose for informal argumenta-
tive texts. We capitalized on another emergent structure that evolved in
the specific community of ChageMyView: providing concise titles that re-
semble conclusions of their subsequent reasoning. This approach not only
helped identify the discussion’s target from the conclusion but also indicate
the author’s stance on the topic.
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Methods

1.3.3 How can the standard sequence-to-sequence model be ex-
tended for controlled summarization?

The conventional sequence-to-sequence model consists of an encoder,
which processes the source document and generates a representation of
it, and a decoder, which uses this representation to produce the summary.
However, this model lacks the ability to explicitly control the characteristics
of the generated summary, such as the inclusion of specific words or the
incorporation of additional knowledge to enhance the model. In Chapter 5,
we introduce control codes as a viable method to integrate external argu-
mentative knowledge into the summarization model. This approach allows
us to generate informative conclusions of argumentative texts, specifically
informing the model about the discussion topic, the target entity of the con-
clusion, and the author’s stance on it.

1.3.4 How can summaries that capture the various perspectives of
a long discussion be generated?

Online discussions are a rich source of information that can help us un-
derstand the various perspectives on a given topic, also known as frames.
Given the hundreds of arguments, an effective summary must provide an
overview these perspectives. However, current methods for summarizing
these discussions often fall short as they generate a single summary, which
does not adequately capture the variety of perspectives. To address this, in
Chapter 6, I present a novel way of summarizing discussions using a pre-
defined inventory of frames that serve as anchors to structure extensive dis-
cussions. This approach allows for the creation of multiple frame-specific
summaries for a discussion, instead of condensing all critical information
into one summary. This ranking-based approach is entirely unsupervised
and leverages retrievalmodels for a joint ranking of the arguments for frame
relevance, topic relevance, and informativeness.

1.3.5 How can summarization aid in navigating long discussions?

Extending the task of discussion summarization, I delve into the task of
generating indicative summaries which facilitate effective navigation of the
discussions for identifying interesting perspectives as well as to contribute
own arguments. In Chapter 7, I present a novel unsupervised approach
for crafting indicative summaries for long discussions, which essentially
function as tables of contents. Our approach clusters argument sentences,
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generates cluster labels using a large language model (LLM) as abstrac-
tive summaries, and classifies these labels into a generic frame inventory.
Based on an extensively optimized cluster-then-prompt approach, we eval-
uate 19 state-of-the-art prompt-based LLMs for generative cluster labeling
and frame classification. To evaluate the usefulness of our indicative sum-
maries, we conduct a user study: It shows that our summaries serve as a
convenient navigation tool to explore long discussions.

Evaluation

1.3.6 How can the qualitative evaluation of abstractive summa-
rization be improved?

Multiple evaluation metrics have been proposed to integrate semantic over-
lap between the generated summary and the reference, overcoming the
drawbacks of lexical overlap metrics such as ROUGE and BLEU. However,
these metrics still fall short in reliably assessing the quality of abstractive
summaries as they do not reveal the relation between the generated sum-
mary and the source document. Truly abstractive summaries are designed
to use new words, paraphrase, and coherently combine information from
the source document to produce more human-like summaries. In this pro-
cess, they often create factual errors by wrongly editing existing facts, or
adding new facts that do not exist in the source document. Therefore, eval-
uating the quality of an abstractive model using only automatic metrics is
insufficient. To address this issue, we argue that a visual comparison of the
summary in the context of the source document is the most effective way to
evaluate such summaries.

In Chapter 8, I present Summary Explorer, a visual analytics tool that
facilitates multiple analyses of summary quality. It identifies position bias
of various models, factuality, hallucinations, and agreement among sum-
maries for a given document. Moreover, it speeds up the evaluation pro-
cess by visually locating summary provenance, in comparison to reading
summaries without any context.

1.3.7 How can the reproducibility of summarization models and
metrics be improved?

Besides qualitatively evaluating summaries by comparing onlywith the ref-
erence summary, one must also compare qualitatively with the state of the
art, both in terms of how amodel improves over others or where it does not.
However, few researchers do so in practice. One of the reasons is the lack of
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supporting tools and especially the lack of availability of (many) other state-
of-the-art models in executable form, thus lacking reproducibility. This also
applies to new evaluation metrics that are developed for quantitative eval-
uation of summarization. To address this issue, in Chapter 9, I describe
Summary Workbench, a web-based tool that provides a unified access to
the state-of-the-art summarizationmodels and supports quantitative evalu-
ation. It includes visual analysis of the lexical and semantic overlap between
the summaries and source documents and the correlation between a pair of
automatic evaluation metrics for a summarization model. The tool is also
deployable locally and emphasizes reproducible artifacts for easy sharing
with the research community.

1.4 Thesis Structure

The structure of this thesis is as follows. Chapter 2 offers a comprehen-
sive background on summarization from both a human and machine point
of view, emphasizing the cognitive role of summarization in children’s
learning process. Additionally, it presents an overview of the two major
paradigms of automatic summarization, namely extractive and abstractive
summarization, its evaluation, and the challenges associated with it.

Building upon the theory of summarization, Chapter 3 then investigates
defining and operationalizing high-quality summaries, exemplified for the
domain of news editorials. Next, Chapters 4 and 5 present novel datasets
that contain author-provided abstractive summaries of user-generated con-
tent. These chapters also present supervised methods trained on these cor-
pora for abstractive summarization and their evaluation. In particular, for
summarizing social media posts, we discuss the approaches from the par-
ticipants of the TL;DR Challenge, the first shared task on abstractive sum-
marization, accompanied by human-centered error analyses. Likewise, for
conclusion generation, we present a novel approach to incorporating exter-
nal knowledge into the summarization model for generating informative
conclusions of argumentative texts.

The thesis then extends to long discussions, presenting two unsuper-
vised approaches for informative as well as indicative summarization of
long discussions. These summaries are designed to assist readers in explor-
ing the various perspectives presented in a discussion, addressing a signifi-
cant limitation of the conventional concept of a single, informative summary
that aims to replace the entire discussion. In Chapter 6, I present a ranking-
based approach for summarizing discussions using a predefined inventory
of frames that serve as anchors to organize the long discussions, providing
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multiple summaries tailored to the perspectives of interest. Following this,
Chapter 7 presents an unsupervised approach purely based on LLMs for
creating indicative summaries for long discussions, essentially functioning
as tables of contents.

In the final part, the thesis addresses the evaluation phase of summariza-
tion research. Chapters 8 and 9 introduce visual analytics tools designed
to facilitate both qualitative and quantitative evaluation of summarization
models as well as to ensure the reproducibility of the models and evalua-
tion metrics. Finally, Chapter 10 concludes the thesis and outlines potential
future research directions in this field, especially in the context of prompt-
based large language models.
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Thesis Contributions

Data

Domain Summary Type Contributions
News Editorials Persuasive Summaries Webis-EditorialSum-20 (Ch. 3)
Social Media Posts TL;DR Webis-TLDR-17 (Ch. 4)
Argumentative
Texts

InformativeConclusions Webis-ConcluGen-21 (Ch. 5)

Long Discussions Indicative Summaries Discussion Explorer (Ch. 7)

Methods

Approach Learning Paradigm Contributions
Distant Learning Supervised The TL;DR Challenge (Ch. 4)
External Knowl-
edge
Encoding

Supervised Informative (abstractive) con-
clusions for persuasive texts
(Ch. 5)

Prompt Engineer-
ing

Unsupervised Table-of-Contents for forum dis-
cussions (Ch. 7)

Evaluation

Approach Dimension Contributions
Human-centered
Error Analysis

Summary Sufficiency Annotated error types in ultra-
short summaries of social media
posts (Ch. 4, 5)

Purpose-based
Crowdsourcing

Summary Purpose Guidelines for evaluation and
annotation of summaries empha-
sizing the purpose factor (Ch. 3, 6,
7)

Visual Analytics Summary Provenance Summary Explorer (Ch. 8)
Reproducible
Models & Metrics

Reproducibility Summary Workbench (Ch. 9)

Table 1.1: A summary of the core contributions of this thesis categorized by data,
methods, and evaluation.
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1.5 Publication Record

The following section lists the publications on which this thesis is based.
Following this, also included is a list of publications that are not part of this
thesis but that study related research areas.

Table 1.2: Overview of the publications included in this thesis. For each publica-
tion, the chapters (Ch.) in which the published content is covered is given, as well
as the publication venue, the publication type, and the original number of pages.

Ch. Reference Venue Type Pages

4 Völske et al. [313] NLP Frontiers@EMNLP Workshop 4
Michael Völske and Martin Potthast and Shahbaz Syed and Benno Stein.
TL;DR: Mining Reddit to Learn Automatic Summarization, 2017.

3 Syed et al. [285] COLING Conference 12
Shahbaz Syed and Roxanne El Baff and Johannes Kiesel and Khalid Al Khatib and Benno
Stein and Martin Potthast.
News Editorials: Towards Summarizing Long Argumentative Texts, 2020

5 Syed et al. [286] ACL Conference 11
Shahbaz Syed and Khalid Al Khatib andMilad Alshomary and HenningWachsmuth and
Martin Potthast.
Generating Informative Conclusions for Argumentative Texts, 2021.

6 Syed et al. [290] SIGDIAL Conference 11
Shahbaz Syed and Timon Ziegenbein and Philipp Heinisch and HenningWachsmuth and
Martin Potthast.
Frame-oriented Summarization of Argumentative Discussions, 2023.

7 Syed et al. [289] EMNLP Conference 11
Shahbaz Syed and Dominik Schwabe and Khalid Al Khatib and Martin Potthast.
Indicative Summarization of Long Discussions, 2023.

8 Syed et al. [287] EMNLP Conference 10
Shahbaz Syed and Tariq Yousef and Khalid Al Khatib and Stefan Jänicke and Martin
Potthast.
Summary Explorer: Visualizing the State of the Art in Text Summarization, 2021.

9 Syed et al. [288] EMNLP Conference 10
Shahbaz Syed and Dominik Schwabe and Martin Potthast.
SummaryWorkbench: Unifying Application and Evaluation of Text SummarizationMod-
els, 2022.
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Table 1.3: Overview of peer-reviewed publications not included in the thesis but
that represent my broader research interests.

Reference Venue Type Pages

Bondarenko et al. [39] CLEF Chapter 29
Alexander Bondarenko andMaik Fröbe and Johannes Kiesel and Shahbaz Syed and Timon
Gurcke and Meriem Beloucif and Alexander Panchenko and Chris Biemann and Benno
Stein and Henning Wachsmuth and Martin Potthast and Matthias Hagen.
Overview of Touché 2022: Argument Retrieval, 2022.

Alshomary et al. [11] ArgMining@EMNLP Conference 5
Milad Alshomary and Timon Gurke and Shahbaz Syed and Philipp Heinisch and Maxi-
milian Spliethöver and Philipp Cimiano and Martin Potthast and Henning Wachsmuth.
Key Point Analysis via Contrastive Learning and Extractive Argument Summarization,
2021.

Alshomary et al. [12] ACL Conference 10
Milad Alshomary and Shahbaz Syed and Arkajit Dhar andMartin Potthast and Henning
Wachsmuth.
Argument Undermining: Counter-Argument Generation by Attacking Weak Premises,
2021.

Al-Khatib et al. [7] ACL Conference 5
Khalid Al-Khatib andMichael Völske and Shahbaz Syed and Nikolay Kolyada and Benno
Stein.
Exploiting Personal Characteristics of Debaters for Predicting Persuasiveness, 2020.

Wachsmuth et al. [319] ACL Conference 10
Henning Wachsmuth and Shahbaz Syed and Benno Stein.
Retrieval of the Best Counterargument without Prior Topic Knowledge, 2018.

Ziegenbein et al. [346] ACL Conference 10
Timon Ziegenbein and Shahbaz Syed and Felix Lange and Martin Potthast and Henning
Wachsmuth.
Modeling Appropriate Language in Argumentation, 2023

Al-Khatib et al. [8] SIGDIAL Conference 10
Khalid Al-Khatib andMichael Völske and Shahbaz Syed and Anh Le andMartin Potthast
and Benno Stein.
A New Dataset for Causality Identification in Argumentative Texts, 2023



2
The Task of Text Summarization

This chapter presents a comprehensive background of text summarization,
covering both the human and machine perspectives of the task. Initially,
I provide a brief overview on the origins of summarization as a human
task. In this context, I describe key insights from psycholinguistic studies
on the cognitive processes involved in summarization. Here, I focus on how
summarization influences the learning abilities of students, and the differ-
ence between novice and expert summarizers based on their summarization
strategies. Next, I explore the task of automatic summarization, tracing its
history, different summary types, and the various methods developed by
the research community, with an emphasis on neural summarization meth-
ods. This part aims to provide a clear understanding of the evolution and
advancements in automatic summarization techniques. Finally, I provide
an overview of the evaluation of automatic summarization systems, dis-
cussing themetrics employed to assess the quality of summaries. Addition-
ally, I describe the prominent challenges inherent in conducting qualitative
evaluation of summaries, providing readers with a comprehensive under-
standing of the evaluation process.

2.1 Decoding Human Summarization Practices

The origins of summarization by humans can be traced back to the 15th
century 1 from the Latin word summameaning totality. A summary was in-
tended to capture the core contents of a document so that knowledge could
be easily shared and preserved. For instance, the Greek and Roman people

1https://www.etymonline.com/word/summary
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created summaries of non-fiction works (epitomes) and fictional plays (hy-
potheses) that summarized them. Similarly, Egyptians are believed to have
created summaries of their legal texts in the form of abstracts [328]. Sum-
marization also plays a vital role in the development of learning capabilities
in children as we will see later in this section.

While humans have been summarizing (implicitly and explicitly) for a
long time, the era of digital information has formallymotivated the need for
automatic summarization as a tool. Specifically, for textual information that
requires prolonged reading on digital interfaces such as computers andmo-
bile devices, automatic summarization is urgently needed. Previously, the
task of condensing information from documents was performed by librari-
ans, who would scan the document and then append an arbitrary number
of subject headings that reflected the subject contents of the document [89].
However, the deluge of information in the digital age (as well as from the
printing press) hasmade this task infeasible for humans to perform at scale.
This has encouraged scientists to develop computational models for auto-
matic summarization of texts.

To gain a comprehensive understanding of automatic text summariza-
tion, it is essential to first delve into the process of human summarization.
This involves grasping the cognitivemodel employed by humanswhen pro-
cessing text, understanding the specific steps involved in creating a sum-
mary, and recognizing the varying difficulty of these steps based on the age
and expertise of the human summarizer. Extensive research in psycholin-
guistics, focusing on learning and child development, has yielded formal
models of summarization applicable to both children and adults.

In the following, I provide an overview of the essential findings from
seminal psycho-linguistic studies on summarization. These studies have
proposed theoretical models of cognition and discourse comprehension,
while also conducting empirical research to examine the development of
human summarization capabilities as they mature and the implicit strate-
gies employed in summarizing texts. These studies offer a theoretical frame-
work for distinguishing between high-quality and subpar summaries, as
well as establishing a connection between manual and automatic summa-
rization. Specifically, I elaborate on the following aspects: (1) the relation-
ship between the importance of content and its recall, and how this influ-
ences summarization; (2) the discourse model of text comprehension and
the parameters that affect summarization performance; (3) the differences
in summarization strategies between experts and novices, and how ineffi-
cient readers can improve their summarization skills; and (4) the various
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factors that influence the quality of summaries, such as text complexity,
reader motivation, and the purpose of the summary.

2.1.1 Recall as a Function of Content Importance

Learning to summarize is a crucial skill that requires understanding the
essential events in a text to be able to recall them later. Johnson [148] in-
vestigated the relationship between the importance of units and their recall
by undergraduate students (of pyschology) at different time intervals. In
their study, a folktale was broken down into plausible subunits or linguis-
tic phrases, with instructions provided to the students that these subunits
varied in their structural importance to the overall story. The students were
then asked to eliminate some subunits to create a summary, and the num-
ber of times each linguistic unit was retained in the resulting summary pro-
vided a measure of its structural importance. Later, when the students re-
produced the folktale, evidence that any portion of their reproduction was
determined by one of the units was considered as evidence of the recall of
that particular unit. This study found that the structural importance of a
unit was significantly related to its recall. Specifically, learners were able
to categorize verbal units in narrative texts based on their structural impor-
tance. This categorizationwas not solely due to additional learning time but
appeared to occur even without knowledge of the nature of later occurring
units. These findings suggest that good learners have an innate ability to
identify and prioritize the essential events in a text, which can be useful in
the process of summarization.

In a similar vein, Garner and McCaleb [108] studied the impact of text
manipulations on the recall of important units by examining three specific
operations: (1) cuing, the use of cue words to indicate importance in the
text. This was further divided into semantic cuing, where explicit topic sen-
tences were provided for paragraphs, and lexical cuing, which used words
such as “important”, “central”, “key”, etc., to indicate the importance of a
unit; (2) organization, placing the most critical pieces of information at the
beginning of the text or distributing them evenly throughout the text; and
(3) reduction, limiting the summary length to a fixed number of sentences.

They concluded that cuing was the most effective of the three manipu-
lations in improving summarization performance. Specifically, providing
cues through either semantic or lexical means significantly improved the
recall of important units. These findings suggest that cues play an impor-
tant role in helping learners identify and prioritize essential information in
texts, and can aid in the process of summarization.
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2.1.2 A Discourse Model of Text Comprehension

In the realm of theoretical models of summarization, Kintsch and Van Dijk
[163], Van Dijk et al. [306] proposed a model that describes the mental
operations involved in recall and summarization of narrative texts. This
model considers the semantic structure of a text to be described at both
the local micro-level and the global macro-level. The microstructure refers
to the structure of individual propositions and their relationships, while
the macrostructure is the structure of the text as a whole. These two struc-
tures are related by a set of specific semantic mapping rules known as the
macrorules. Specifically, four macrorules were proposed for systematically
summarizing a text which are codified by the following macro-operators:

1. Deletion: The deletion of unimportant or trivial propositions.

2. Generalization: The superordination of lists of propositions by a gen-
eral proposition denoting an immediate superset of the list. For e.g.,
the list of propositions nose, hands, ears, legs can be generalized to the
proposition body parts.

3. Selection: The selection of a topic sentence if one is explicitly provided
or indicated in the text.

4. Invention: The creation and use of a topic sentence that did not appear
in the text but easily could have.

According to this model, successful summarization relies on the ability to
identify the macrostructure of a text and the important information con-
tained within it. The model has been influential in the development of sub-
sequent theoretical models of summarization and has contributed to our
understanding of the cognitive processes involved in this important skill. It
further postulates that readers of narrative texts employ two distinct cog-
nitive processes: (1) construction-integration processes, which involve con-
structing a mental representation of the text and integrating it with exist-
ing knowledge, and (2) retrieval processes, which involve accessing and
retrieving information from memory. These processes are guided by the
macrorules listed above, which help readers to identify the main idea and
important details of the text.

With regards to operationalizing text comprehension, the model sug-
gests that readers construct a text base that is composed of structured units
connected through referential coherence, such as a linear or hierarchical
organization of propositions with coreferential expressions. The discourse
topic connects the various structured units in a global fashion. However, a



2 The Task of Text Summarization 23

reader’s specific goal is an essential prerequisite for modeling comprehen-
sion using the aforementionedmacrorules. In practice however, these goals
are often poorly defined, making it challenging to evaluate the generated
summary, as it becomes highly subjective.

Parameters of the Theoretical Summarization Model

Themacrorules model of text comprehension has three key parameters that
influence the quality of the produced summary which helps to differentiate
between efficient and inefficient readers. These parameters are: (1) n the in-
put size per cycle, (2) s the capacity of the short-term memory buffer, and
(3) p the reproduction probability of a text unit. A cycle here is the process
of reading a part of the text and applying themacrorules to create a coherent
text base. I describe these parameters in detail below.

The number of input propositions per cycle (n) can be affected by the
familiarity of the reader with the discourse topic of the text, known as ap-
perception which plays a significant role in their ability to comprehend the
text. A strong knowledge base (background) allows for better comprehen-
sion and the processing of a greater number of propositions per cycle. In
contrast, an unfamiliar readermay struggle to derive the samemeaning and
process fewer propositions.

The capacity of the short-termmemory buffer (s) is also a key factor that
influences the quality of the summary. The buffer is the working memory
that stores the propositions that are currently being processed. Good read-
ers can hold more text in their short-term memory than poor readers. A
plausible reason for this is that persons with low verbal abilities are slower
in accessing information or struggle due to the difficulty of the text.

Finally, the reproduction probability of a text unit (p) is the probability
that a proposition will be reproduced in the summary or recalled at a later
date by the reader. This is mainly affected by the importance (salience) of
the proposition in the text. Additionally, it depends on the goal of the com-
prehension (purpose of the summary). If a long text is read with attention
focusedmainly on gist creation, the probability of storing individual propo-
sitions should be lower than when the same text is read with immediate
recall instructions.

2.1.3 Summarization Strategies of Expert Readers

The task of summarization has been studied extensively as an indicator of
a reader’s ability to comprehend a text, particularly in the field of child de-
velopment. Key findings from relevant research are outlined in Table 2.1.
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Study Findings

Brown et al. [44] Younger students summarize primarily by deleting
unimportant content or copying the contents verbatim.
The resulting summary is partially adequate.

Garner [107] Efficient students include higher proportion of impor-
tant ideas, synthesize novel and faithful statements.
Inefficient students retain unimportant information
and but reject inconsistent ideas more often.

Brown and Day [43] Expert summarizers combine information across para-
graphs and invent new topic sentences. Also, they do
not proceed sequentially for deleting or copying the
contents.

Brown et al. [45] Mature students outperform younger ones in the ap-
plication of generalization operator, while the inven-
tion operator was the most difficult one to apply in
both cases. Mature students also planned better and
were more sensitive to fine-grained importance of the
contents.

Winograd [329] Good readers (students) were more aligned with
adults in their perception of important content than
poor readers. Good readers relized on both contex-
tual (background) and textual cues to identify impor-
tant contents, while poor readers only relied on textual
cues.

Hare and Borchardt [126] Poor readers were more likely to identify topic sen-
tences based on their usual position (sequential order-
ing) in the paragraphs while fluent readers were able
to locate important ideas throughout the text.

Table 2.1: A summary of key observations from psycholinguistic studies on the
role of summarization in the development of learning abilities of children. Each
finding aims to differentiate between effective and ineffective (readers) summariz-
ers based on the strategies adopted as well as the use of the macro-operators from
the cognitive model of summarization.

These provide an empirical basis for understanding the role of summariza-
tion in child development, as well as the common challenges associated
with the task. In the following, I expand on some of the observations.

Evaluation of learning abilities in children is typically conducted using
a three-step framework. Firstly, researchers select narrative texts that are of
reasonable length (up to 800 words) and complexity, covering a range of
subjects including geography, folktales, science, psychology, etc. Secondly,
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a list of instructions is provided, which are codified by the macro-operators
(deletion, generalization, selection, and invention) described in Section 2.1.2, as
well as instructions for "polishing" the summary [126], such as paraphras-
ing, using connecting words, and adding introductory or concluding sen-
tences. Finally, the efficiency of the readers is evaluated by comparing the
summaries produced by different age groups (school children, undergrad-
uate students, and graduate students) to the original text, with a focus on
the usage of the four macro-operators and the development of summariza-
tion skills over time.

For instance, a study by Brown et al. [44] found that younger students
(seventh grade and junior college students) tend to summarize texts pri-
marily by deleting unimportant information or copying the text nearly ver-
batim. While this strategy produces a recognizably summary-like product,
it is only partially adequate. Garner [107] examined 24 undergraduate stu-
dents to determine the differences between high- and low-efficient summa-
rization strategies. High-efficient students were found to include a higher
proportion of important ideas and synthesized novel, faithful statements,
while low-efficient students were more likely to retain unimportant infor-
mation and reject inconsistent ideas. This suggests a “cost-benefit” phe-
nomenon where effective summarization involves a trade-off between in-
cluding important statements that increase retrieval performance and toler-
ating inconsistent ideas.

In a similar direction of research, Brown and Day [43] found that there is
a significant difference between the summarization skills of “mature” and
“expert” summarizers. While mature summarizers were able to combine
information across paragraphs, expert summarizerswere able to invent new
topic sentences in addition that were not present in the original text, and
they did not proceed sequentially for deleting or copying the segments.

Follow up study by Brown et al. [45] also found that younger students
were outperformed by mature students in the application of the generaliza-
tion operator, while the invention operator was found to be the most difficult
operator to apply. This operator requires the summarizer to add a synopsis
in their own words of the implicit meaning of the text, which is considered
the essence of good summarization. Moreover, mature students were bet-
ter at planning ahead, were more sensitive to fine-grained importance of
textual units, and condensed more important units into the same number
of words. This shows that the emergence of strategic planning is a gradual
process related to age, as well as, that strategic action of selecting important
contents and a semantic understanding of the text are closely related.
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Connecting the notions of importance, age, and reading ability, Wino-
grad [329] observed that good readers (students) were more aligned with
adults in their perception of important content than poor readers. How-
ever, both groups were equally consistent in their judgments of what was
important, despite having different views aboutwhich ideas in the textwere
significant. Good readers were able to identify importance using both con-
textual (their own background about the text’s topic) and textual (impor-
tance indicators provided by the author) cues, while poor readers relied
only on contextual cues. These findings suggest that reading ability plays a
significant role in identifying important information in a text.

An often overlooked aspect is the position of contents in the text and its
impact on the summary. The position of important contents impacts what
poor readers chose to include in their summaries. Unlike fluent readerswho
identified important ideas throughout the text, poor readers relied heavily
on the sequential order of the text, becoming less proficient at using their
own perceptions of importance as the processing load increased.

This bias towards sequential text processing in poor readers was further
investigated by Hare and Borchardt [126], who found that poor readers
were more likely to identify topic sentences based on their usual position
in the paragraphs. With regards to sensitivity to importance, fluent read-
ers first used textual cues and background knowledge to identify important
elements of various granularities which were then used to construct an in-
ternal representation of the text, effectively condensing its meaning in a few
words. Poor readers had difficulty integrating individual propositions into
larger semantic units, a skill that is critical for summarization. Sensitivity
to importance thus reflects difficulties in text comprehension in children.

Summary Younger students notably tend to delete unimportant informa-
tion or copy text verbatim, resulting in partially adequate summaries. Ef-
ficient summarizers include important ideas and generate novel, faithful
statements, while less efficient ones retain unimportant details, however re-
jecting inconsistent ideasmore often. This trade-off suggests a "cost-benefit"
phenomenon. Further research distinguishes between “mature” and “ex-
pert” summarizers, with experts inventing new topic sentences and apply-
ing operators strategically. The difficulty of the invention operator, which
involves adding a synopsis of implicit meaning, highlights its essence in
good summarization. Reading ability also influences identification of im-
portant content, with good readers aligning more closely with adults. The
impact of content position on summaries is evident, with poor readers re-
lying heavily on sequential processing. Finally, sensitivity to importance
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reflects comprehension difficulties in children as they struggle to integrate
propositions into coherent summaries.

2.1.4 Establishing Summary Quality

Defining an ideal summary is challenging. According to Kintsch and
Kozminsky [162], a good summary is one on which everyone agrees. In
other words, if different people produce different summaries of the same
text, it suggests a lack of clarity about the purpose of summarization. How-
ever, achieving consensus on what constitutes a good summary is difficult
because it depends on various implicit and often ill-defined (contextual)
factors such as the readers’ ability, background knowledge, goal, time de-
lay between reading and recall, and the target audience for the generated
summary. These factors, as identified by Jones [150], are crucial for both
developing and evaluating automatic summarization systems. The goal of
human assessment of summary quality is typically to achieve high agree-
ment from multiple judges on the importance of the information included
in the summary.

To summarize this section on the human perspective of the task of sum-
marization, expert readers employ several strategies to effectively summa-
rize text such as using cues (lexical and semantic indicators) to identify im-
portant contents, combining information from different parts of the text to
synthesize novel and coherent summaries. Next, model parameters such as
input size, short-term memory capacity, and reproduction probability are
also important factors that influence the summarization process. Finally,
composing a good summary that is agreed upon by most people is affected
by context factors such as reader’s abilities, background knowledge, pur-
pose (goals), and the target audience. These findings from psycholinguis-
tics provide a strong basis for developing and evaluating automatic sum-
marization systems that can emulate the strategies of expert readers.

2.2 Exploring Automatic Summarization Methods

The task of automatic summarization was first developed to create ab-
stracts of scholarly documents to help index the rapidly growing literature
[25, 186]. The first approaches to automatic summarization were based
on a simple yet highly effective heuristic that involved identifying frequent
terms (words) and extracting the sentences containing them. Since then,
the research community has introduced many robust and novel methods
for creating automatic summaries of a variety of documents from diverse
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domains. Given the previously described insights from psycholinguistic
studies on child development about the differences between “novice” and
“expert” readers (summarizers) and how their summaries differ in qual-
ity, we can align their strategies to the two broad categories of automatic
summarization: extractive and abstractive.

Novice readers mostly summarize via a copy-delete strategy by process-
ing the text in a sequential fashion. This aligns with the extractive paradigm
of automatic summarization where important sentences are selected from
the original text and concatenated to form the summary. In contrast, ex-
pert readers are able to first gain an understanding of the text, combine
information across paragraphs, and invent novel topic sentences to create
a summary. This aligns with the abstractive paradigm of automatic summa-
rizationwhere the summary is generated by synthesizing the information in
the original text and summarizing it fluently (human-like). Thus, abstrac-
tive summarization is a more challenging task than extractive summariza-
tion, and is crucial to develop sophisticated artificial intelligence systems
that can understand and summarize texts.

The following sections concretely describe extractive and abstractive
summarization methods, followed by a brief overview of the neural sum-
marization methods which form the basis of the research focus of my thesis
and modern summarization technology in general.

2.2.1 Extractive Summarization

Extractive summarization is the process of identifying important informa-
tion in a text and producing them verbatim to form a summary. It is mainly
concernedwith the content of a summary rather than its form. This is evident
by the explicitly stated goals of the seminal works on automatic summariza-
tion of technical literature: to produce ‘’abstracts” or “gists” that can be used
for efficiently indexing the vast amounts of technical literature” [25, 89, 186].
These works focused on statistical features of the text such as frequency
of terms, sentence position, cue words, document skeleton, and sentence
length to identify important sentences. These methods were unsupervised
and required domain-specific hand-crafted features to be effective.

With increasing amounts of data being easily available, trainable summa-
rizers were introduced that learnt from the data [15, 169]. These methods
could classify important sentences based on features such as term frequency
(tf ), inverse document frequency (idf ), and sentence position. However,
these methods were limited by the fact that they were unable to capture
the relationships between sentences. To account for this, hidden markov



2 The Task of Text Summarization 29

models (HMMs) were used to model the local dependencies between sen-
tences [69]. In a different approach, Marcu [194] leveraged the discourse
rhetorical structure of the documents to identify key sentences based on the
relative importance of their rhetorical relations.

Other influential approaches include centrality based methods that use
the cluster centroids [241] or the graph structure of the text to identify im-
portant sentences [201]. These methods are based on the assumption that
important sentences are more likely to be connected to other important sen-
tences. The centrality of a sentence is measured by the number of other
sentences that are connected to it. These methods are primarily unsuper-
vised and can hence be applied on a wide range of domains, especially in
which large amounts of training data is unavailable for developing super-
vised summarization models. For a more comprehensive overview of all
the extractive summarization methods, see [74, 212].

2.2.2 Abstractive Summarization

Abstractive summarization also aims to generate a summary of the source
text, however focussing on the form of the summary in addition to its con-
tent. In contrast to an extractive summary that can be incoherent, poorly
structured, or show a significant information loss due to compression, an
abstractive summary is expected to be fluent, coherent and semantically
accurate. A key feature of abstractive summarization is to introduce novel
words into the summary either via paraphrasing, using synonyms, or com-
bining information across sentences into concise phrases. This is in contrast
to extractive summarization where the summary is a verbatim copy of the
original text. Evidently this is a much harder task and did not gain traction
in the early research era of automatic summarization.

First approaches to abstractive summarization aimed to generate nat-
ural language summaries in two broad ways:(1) using prior information
by combining multiple sources, and (2) using natural language generation
(NLG) systems. In the first approach, additional information about a cer-
tain topic (say a news event) was gathered frommultiple related articles to
obtain a discourse structure of the events. This allowed generating coher-
ent summaries of these documents where information was first extracted,
combined, and then realized into natural language sentences [124, 240]. In
the second approach, after identifying and arranging the important con-
tent in a preestablished conceptual order, information was merged via dis-
course markers, deletion, verb transformation etc., to output a natural lan-
guage summary [145, 258]. Follow up approaches focused on automatic
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A Conceptual Pipeline of Neural Automatic Text Summarization 

Summary GenerationDocument Modeling Model Training

➤ Input Encoding
➤ Unit Relationship
➤ Data Augmentation
➤ External Knowledge

➤ Objective Functions
➤ Auxiliary Tasks

➤ Unit Selection
➤ Controlled Generation
➤ Post Processing

Figure 2.1: A conceptual pipeline of (neural) automatic text summarization. Doc-
ument modeling considers the various units of selection (words, sentences, para-
graphs), the relationships between these units, augmenting the document (para-
phrasing, translating), and leveraging external knowledge to enhance the input.
Next, model training encompasses objective functions to teach the model to sum-
marize or using pretrained models that perform auxiliary tasks to boost down-
stream task effectiveness. Finally, summary generation deals with which units to
select, constraining the summary to a specific aspect or style, and post-processing
the summary to make it fluent.

sentence compression by solving optimization problems to select the words
to be dropped from a sentence [67], using lexicalized markov grammars
with edit word detection [179], or sub-graph detection to remove redun-
dant information [105].

2.2.3 Neural Text Summarization

Before the advent of deep learning, the task of automatic summarization
was dominated by extractive methods [74, 190, 242]. A transformative mo-
ment for automatic summarization was the introduction of sequence-to-
sequence (seq2seq) neural networkmodels [283] that can learn (in an end-
to-end fashion) from large amounts of labeled data to transform a sequence
of tokens (source document) to another shorter sequence of tokens (its sum-
mary). With the large amounts of easily available web documents (pri-
marily news articles) accompanied by automatically extracted summaries,
abstractive summarization has seen a significant advancement in the last
decade. Figure 2.1 depicts a conceptual pipeline of automatic neural text
summarization which is comprised of multiple components that accept a
document as input and generate a summary in an end-to-end fashion. De-
scribed below are the key components of this pipeline:
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1. Document Modeling that encodes the source document into a vector
representation, modeling the inter-unit relationships where a unit can
be a word, sentence, or a paragraph, augmenting the input data with
additional (user-specific or style-specific) information, and leverag-
ing external (domain) knowledge to enrich the representation.

2. Model Training that includes learning the parameters of the model us-
ing a large-scale dataset via custom objective functions, and/or lever-
aging pretrained models to perform auxiliary tasks and finetuning
them to improve the summarization effectiveness (such as missing
text prediction, paraphrasing, or textual entailment).

3. SummaryGeneration that includes selecting the summary-worthyunits
(word, sentence, or a paragraph) from the source document, con-
straining the summary to a specific aspect/user-style (controlled gen-
eration), and finally post-processing to make the summary fluent
and/or filter out undesired content.

This conceptual pipeline is in alignment with the sequence-to-sequence
paradigm of text generation that forms the core architecture of neural sum-
marization models. Some of the prominent neural summarization models
are described in the following section.

2.2.4 Overview of Neural Summarization Methods

Early neural approaches to text summarization were focused on generat-
ing abstractive summaries of sentences and paragraphs. Chopra et al. [64],
Rush et al. [257] applied seq2seq models to automatically generate head-
lines of news articles. Nallapati et al. [206] introduced the CNN/DailyMail
corpus, a collection of news articles accompanied by (mostly extractive)
multi-sentence highlights as summaries. This shifted the focus of the
summarization community from generating single sentence summaries to
multi-sentence summaries. Significant improvements were made to the
standard seq2seqmodel by the neural machine translation community that
were quickly integrated and adapted for neural text summarization such as:
(1) the attentionmechanism [18] which allows the model to focus on differ-
ent parts of the source text while generating the summary, (2) the pointer
network [312] that allows the model to copy words via pointing to source
text or a vocabulary of words, (3) the copying mechanism [119] that allows
the model to copy words from the source text to the summary in case of un-
certainty in the generation process, and (3) the coverage mechanism [303]
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that prevents themodel from repeatingwords in the summary bymaintain-
ing a coverage vector (history of attended words) of the source text, (4) the
pointer-generator network [270] that combines aforementioned mechanisms
to generate a summary that allows to switch between the generation of novel
words or copying of words from the source text, and finally (5) the Trans-
former model [309] that uses self-attention to efficiently model the relation-
ships between words in a sentence, regardless of their respective position,
eliminating the computational drawbacks of sequential processing for large
texts.

These augmentations of the standard seq2seqmodel led to a significant
improvement in the quality of the generated summaries, overcoming the
limitations of the early neural summarization methods such as repetition of
words, inability to generate out-of-vocabulary words, and inability to copy
words from the source text.

2.2.5 Large Language Models for Neural Summarization

With the introduction of Transformer-based pretrained models such as
BERT [83], BART [173], GPT [46], and T5 [245] (to name a few) the sum-
marization community has seen a significant shift towards adapting these
models for summarization. These models, also known as “foundational
models” [37] are pretrained on large amounts of data and multiple down-
stream tasks allowing them to learn a richer representation of the source
text and its semantics via transfer learning [230], in comparison to end-to-
end training on a specific corpus. Moreover, they can be fine-tuned on a
domain-specific summarization taskwith a relatively small amount of data,
increasing their adoption to low-resource domains. While the text quality
of the summaries generated by these models is significantly better than the
seq2seqmodels, they often introduce new challenges such as subtle hallu-
cination of facts, improper coreferences, and variable levels of abstraction
that impact the suitability of automatic evaluation metrics for evaluating
such summaries [140]. Currently, with the rapidly advancing field of large
language models, the summarization community is actively exploring the
use of these models for zero-shot and few-shot summarization, eliminating
the need for constructing large-scale training datasets. For instance, Goyal
et al. [113] demonstrated that GPT-3 can generate high quality abstractive
summaries of new reports in zero-shot setting (i.e., without any finetuning)
that are overwhelmingly preferred by human judges over the summaries
generated by the state-of-the-art supervised summarization models.
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Themajority of the neural summarizationmethods described above have
focused on structured and easily accessible news articles, where extractive
summaries serve as the primary ground truth. In the context of news re-
ports, the inverted pyramid style is commonly used, presenting key infor-
mation in the initial sentences, known as the lead [237]. This structure sim-
plifies the task for models, as they can easily identify the most important
sentences and extract them to form the summary. However, this approach
tends to favor the lead and may not work as effectively when applied to
other document domains, resulting in lower summary quality [152, 158]. In
contrast to news articles, user-generated content, such as social media posts,
web pages, argumentative discussions, and opinions, lacks a clear and orga-
nized structure that models can readily leverage. This poses a challenge for
neural summarization methods in these domains and highlights the impor-
tance of investigating their performance to develop robust summarization
models.

Evaluating the effectiveness of these models also requires considering
summary purpose and the relationship between the source document and
summary. Moreover, establishing true state-of-the-art in automatic text
summarization requires that the methods are extensively evaluated and
compared with each other on a large number of datasets. However, the
lack of a standardized evaluation framework and the use of different eval-
uation metrics across different datasets makes it difficult to compare the
performance of different summarization methods. In the following section,
I discuss the evaluation of summarization methods and the challenges as-
sociated with it.

2.3 Evaluation of Automatic Summarization and its Challenges

Evaluating automatic summarization poses significant challenges primarily
due to the lack of an objective definition ofwhat constitutes a good summary.
Moreover, it is often unclear what the intended purpose of a summary is
and how it will be used to solve a downstream task, if one exists. Finally,
little is known aboutwho is the target audience for the generated summaries.
Much of the summarization done by humans is often reflective in nature
[150], which means that it often serves the default purpose of presenting
prominent source content; this implicit goal allows such summaries for any
use. In this section, I first describe the variousmethods and criteria used for
evaluating automatic summarization, followed by the various challenges
and pitfalls as outlined in Table 2.3.
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2.3.1 Methods and Criteria for Evaluation

Early approaches to summarization were predominantly extractive in na-
ture. Consequently, the evaluation of these approaches revolved around as-
sessing the overlap between thewords in the generated candidate summary
and the reference summary. Reference summaries often originated from
professionals, such as in the scientific domain, where authors themselves
(or professional summarizers such as librarians) provided condensed ab-
stracts of their research. Pollock and Zamora [232] identified four broad
categories of evaluation metrics employed during this period:

1. Intuitive: In this method, human judges are asked to rate the quality
of the generated summary.

2. Statistical: In this method, the generated summary is compared to
the reference summary using a statistical measure such as the overlap
between theirwords. This is relatively easier to compute via automatic
metrics and is less expensive than the intuitive method.

3. Computational: While similar to the statistical method, this category
of methods compare generated summary with the information con-
tent of the source document.

4. Functional: This category of methods grounds the summary evalua-
tion in specific tasks such as asking humans to answer questions based
on reading the summary vs. the source document, index term content
and retrieval capabilities, relevance prediction, and if the user needs
to read the source document after reading the summary.

The first three categories, namely intuitive, statistical, and computational, are
commonly referred to as intrinsic methods of evaluating summaries. These
methods assess the quality of summaries in isolation, considering criteria
such as “coherence”, “readability”, “informativeness”, “coverage”, “con-
cept capture”, “faithfulness”, and “factuality”.

On the other hand, the functional category is recognized as an extrinsic
evaluation approach. It evaluates summaries in the context of a down-
stream task, such as information retrieval or relevance prediction. These
tasks involve comparing the speed and accuracywith which users can iden-
tify relevant items from a list of retrieved documents based solely on their
summaries, as opposed to reading the full text. Other related tasks may
include question answering or assessing text comprehension based on the
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generated summaries. The quality criteria assessed in these evaluations in-
clude the “usefulness” or “responsiveness” of the summary to the specific
task at hand [71, 191, 299].

Automatic Evaluation

Intrinsic evaluation as described above lends itself to automatic (quantita-
tive) evaluation via repeatable and computationally efficient metrics that
offer quick feedback on summary quality to developers. The research com-
munity has introduced several metrics that compare the generated sum-
maries (candidates) to the reference summaries (or the source documents).
These comparisons encompass the following approaches: (1) computing
lexical or semantic overlap of the content, (2) greedy alignment of tokens,
words, or phrases to maximize similarity scores, (3) answering questions
using the summary about important concepts (derived from the source
document or reference), and (4) estimating the conditional probabilities of
large (pretrained) language models to generate the candidates, given the
source document or the reference summary. Table 2.2 outlines the various
metrics employed for quantitative evaluation of text summarization.

Human Evaluation

While automatic metrics provide quick approximations of the information
quality captured by the generated summaries, they are often insufficient at
assessing the text quality of the summary [71]. Furthermore, some of these
metrics demonstrate poor correlation with human judgments of summary
quality or fail to provide a complete picture [29, 97]. Thus, it is necessary
to incorporate humans, specifically end users (if possible) in the evaluation
process to obtain a qualitative assessment of summary quality. Qualitative
evaluation can be conducted in both intrinsic and extrinsic scenarios. Often,
crowdsourcing of (curated) non-experts is employed as a viable alternative
to collecting expensive expert judgments.

In intrinsic evaluation, human judges assess the linguistic quality criteria
outlined by the Document Understanding Conferences (DUC) [71, 72, 73].
While DUC initially focused on multi-document summarization, their hu-
man evaluation criteria are also applicable to the single-document summa-
rization setting. Specifically, summary quality is manually evaluated along
the following dimensions:
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1. Grammaticality: The summary should have no system-internal for-
matting errors or obviously ungrammatical sentences that affect its
readability.

2. Non-redundancy: The summary should not contain unnecessary rep-
etition such as entire sentences, facts, or nouns.

3. Referential clarity: The summary should not contain pronouns or
other referring expressions that are unclear or ambiguous.

4. Focus: The summary should only contain information that is related
to the rest of the summary.

5. Structure and Coherence: The summary should be well-structured
and well-organized instead of being a heap of related information.

In addition to these criteria, researchers also manually evaluate other (of-
ten vaguely defined) dimensions such as “informativeness”, “relevance”,
“overall quality”, “conciseness”, “truthfulness” to name a few [138].

2.3.2 Challenges in Evaluation

Despite the several kinds of quantitative and qualitative evaluation meth-
ods described above, evaluation of summarization systems is still an open
problem. Table 2.3 outlines the key challenges as described by literature.
Relevant excerpts from the literature are provided below for each challenge:

1. Subjectivity and Effort: Human evaluation is subjective, time con-
suming, expensive and does not scale to a large number of summaries
[191]. There are two primary sources of variation in summaries writ-
ten by humans: content variation such as summary focus and style,
and a general disagreement as to how well a system summary covers
the human summary [128]. Humans are quite consistent with respect
towhat they perceive as being themost important and themost unim-
portant but less consistent at what they perceive as being less impor-
tant [146].

2. Inter-Annotator Agreement: Inter-annotator agreement (IAA) de-
creases as the summary length increases [191]. Low IAA is seen as a
barrier to reproducible research and to drawing generalizable conclu-
sions. However, this is not necessarily true and is highly dependent
on the subjectivity of the task, for instance, judging relevance often
leads to low kappa values [178].
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3. Incomplete Ground Truth: There can be multiple good summaries
for a given document and it is difficult to define a single gold stan-
dard summary; the set of reference summaries is necessarily incomplete.
Moreover, in the absence of a clear goal, the machine-generated sum-
mary is possibly a good summary that is quite different from any hu-
man summary used to evaluate it [191]. Reference summaries used
for automatic evaluation can also be of low-quality containing extra-
neous information such as hyperlinks and click-bait [97]. Prescrip-
tive attempts to define what a good answer or summary should be
will lead to systems that are not useful in real-world settings [178].
Most human generated summaries were incomplete or included re-
dundant/irrelevant information. [183]

4. Variable Summary Lengths: As summarization is a compression task,
machine-generated summaries must be evaluated at different com-
pression rates. However, this increases the scale and complexity of
the evaluation task [150]. For an “ideal” summary based evaluation,
accuracy decreases as summary length increases, while for task based
evaluations summary length and accuracy on information retrieval
appear to correlate randomly. Evaluation results for the same sum-
marization system can be significantly different if summaries are cut
at different length [146]. Summaries of different length produced by
the same systemhave a clear non-linear pattern of quality asmeasured
by ROUGE: initially improving steeply with summary length, then
starting to gradually decline. Neural models produce summaries of
different length, possibly confounding improvements of summariza-
tion techniques with potentially spurious learning of optimal sum-
mary length. Humans prefer shorter summaries in terms of the ver-
bosity of a summary but overall consider longer summaries to be of
higher quality [282].

5. User Needs: The user’s or application’s needs must be taken into ac-
count which complicates the evaluation task [150].

6. Quantification of Content: The notion of information content is hard
to quantify and involves answering questions such as: (1) In what
units should the information be expressed? (2) How should the in-
formation beweighted (old, new, trivial, important)? (3) Should only
explicit information be counted or should implicit (logically entailing)
information also be counted? (4) Howwould the numerical value for
each content be computed? (5) Do the quantitative values depend on
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the reader or the author of the document that is being summarized?
[232]

7. Annotation Guidelines: Clear instructions and interventions are nec-
essary for reliable expert evaluation [142]. Attempting to raise agree-
ment by rigid assessment guidelines, may do more harm than good
[178]. Annotators necessarily do not follow the guidelines even if they
are clearly defined and exhibit a random behavior in creating sum-
maries [183].

8. Annotator Expertise: Annotation expertise affects the label qual-
ity as non-experts tend to disagree significantly with the experts
[111, 142, 183]. Using crowdsourcing for collecting ground truth sum-
maries may be inefficient in two ways: first a lot of time needs to be
invested in verifying that the results are in fact summaries, and second
most workers do not care about the task and may be more focused on
the money, trying to complete the task as quickly as possible [183].

9. Annotation Design and Reporting: The standard setting of three an-
notators per label is insufficient in case of crowdsourced evaluations
with non-experts [142, 280]. There is very little shared practice in hu-
man evaluation in NLG, in particular on naming the quality aspects
to be evaluated and how to define them [138]. Higher compensation
of crowdsourced workers may yield lower quality work as it attracts
people wanting to make quick money. Non-experts have difficulty
distinguishing linguistic quality from content. Readability ismore im-
portant to non-experts, or at least easier to identify [111, 183]. Evalua-
tion study parameters such as the overall number of annotators, distri-
bution of annotators to annotation items are often not fully reported.
Subsequent statistical analysis ignores grouping factors arising from
one annotator judging multiple summaries [280]. Annotators are bi-
ased in favor of anything that makes scoring easier such as the extrac-
tiveness of the summary and length of the summary [284, 286, 347].
After reading a summary, an annotatormay choose not to review care-
fully the whole text, but to consider in detail only the parts that look
most similar to the summary from the text [307].

10. Scoring Range: The width of the scoring range (low, average, high)
affects inter-metric correlation. Metrics agree in ranking summaries
from the full scoring range but disagree in ranking summaries from
low, average, and high scoring ranges when taken separately [28].
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11. Summary Type: Inter-metric correlation is higher for ranking extrac-
tive summaries but lower for abstractive summaries [28]. Extrac-
tive summaries also suffer from unfaithfulness problems such as in-
correct/incomplete coreference, incorrect/incomplete discourse, and
misleading by selection resulting in media bias [340].

12. Corpus Type: With new datasets andmethodologies constantly evolv-
ing, conclusions about old metrics such as ROUGE do not hold any-
more. Different metrics are better suited for different corpora [29].

13. System Rankings: There is low inter-annotator correlation of system
rankings based on recall measures from non-identical reference sum-
maries [84]. Metrics cannot reliably quantify the improvements made
by one system over the others, especially for the top few systems
across all datasets [29].

14. Time Variance: Scoring responsiveness or summary quality is time
variant. Humans give different scores to the same summaries over a
period of time [68].

15. Correlation with Human Judgments: Confidence intervals for corre-
lations of automatic metrics with human judgments are rather large,
implying a large amount of uncertainty about their reliability and pre-
cision. Moreover, metric correlations are not evaluated in a realistic
setting where multiple similar quality systems are compared. Corre-
lation of ROUGE to human judgments is near zero in realistic scenar-
ios for cases where systems are separated only by a small difference in
their automatic scores (as is commonly observed in practice) [81, 82].
They also have weak or moderate correlation with the relevance di-
mension due to the difficulty in defining the concept of relevance and
collect reliable human judgments for it [97].

16. Metric Sufficiency: Scores from popular metrics such as ROUGE and
BERTScore largely cannot be interpreted as measuring information
overlap. Rather they are better estimates of the extent to which the
summaries discuss the same topics. Thus these metrics cannot mea-
sure if summaries contain high-quality information or not [79]. Most
metrics correlate poorly (weak or moderate) with the coherence di-
mension. This is because majority of the metrics rely on hard or
soft sequence alignments, which do not measure well the interde-
pendence between consecutive sentences [97]. ROUGE fails to ac-
curately measure factual inconsistency across domains [102]. Com-
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monly used variants of ROUGE may be sub-optimal for automatic
evaluation. Combining different variants together results in an eval-
uation metric that is extremely competitive [115, 248]. Using ROUGE
for evaluating extractive systems forces SOTA to strive towards per-
fect scores that are theoretically and computationally hard to achieve
[266]. Current automatic reference-based metrics cannot be used to
reliably measure summary quality under the zero-shot prompting
paradigm; same with reference-free metrics. They cannot produce a
ranking similar to human preferences in the zero-shot setting with
GPT3 that exhibits different properties with respect to the summary
style compared to supervised models [113].

17. Sample Size: System level correlations of automatic metrics with hu-
man judgments are significantly affected by the sample size used to
evaluate them. More accurate estimates of metric correlations need
collecting more high-quality human judgments of summaries [82].

In Chapters 8 and 9, I propose tools to mitigate some of these challenges by
leveraging visual analytics for a more unified as well as transparent evalu-
ation process. Summary Explorer (Chapter 8) contextualizes corpus-based
evaluation of multiple system summaries in relation to the source docu-
ment. This allows evaluators to easily identify hallucinations, position bias,
and informativeness of the summaries. Summary Workbench (Chapter 9)
provides a unified interface for generating and evaluating summaries of any
text via reproducible artifacts of the state-of-the-art summarizationmodels.
Additionally, it provides easy access to a suite of automatic evaluation met-
rics for easily reporting results and comparing models.

2.4 Summary

This chapter offered a comprehensive exploration of text summarization
from both human and machine perspectives. Drawing on seminal psy-
cholinguistic studies, the distinctions between expert and novice summa-
rizers are highlighted, revealing how different strategies are employed to
comprehend and convey the core content of a text. Experts excel in iden-
tifying crucial information throughout the text and skillfully synthesizing
it into original and faithful topic statements. In contrast, novices tend to
employ a copy-and-delete approach, resulting in partially effective sum-
maries and susceptibility to positional biases in the text. These insights lay
a robust foundation for the development and assessment of automatic sum-
marization systems that emulate expert reading strategies. The discussion
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then delved into automatic summarization within the context of two main
categories: extractive and abstractive summarization. Notably, abstractive
summarization closely aligns with expert strategies, making it a more intri-
cate task than extractive summarization. Finally, an overview of evaluation
methodologies and their associated challenges is provided, revealing the
necessity for a unified and transparent evaluation process that can harness
visual analytics to address the limitations of automatic evaluation metrics.

Building on the insights gained from this overview of automatic text
summarization, the subsequent chapters of this thesis delve into my contri-
butions focused on summarizing user-generated discourse, a domain that
has received comparatively limited attention in summarization research.
These chapters address the challenges previously discussed by introduc-
ing innovative resources such as datasets, methodologies, and evaluation
approaches. The primary goal of these contributions is to improve the effec-
tiveness and practicality of neural summarization techniques while offering
meaningful perspectives for the ongoing progress of this field.
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Metric Content Unit Reference

Lexical Overlap
BLEU [225] n-gram ✓

ROUGE [176] n-gram ✓

METEOR [20] unigram ✓

Basic Elements [137] phrase ✓

Pyramid [213] phrase ✓

CIDEr [310] n-gram ✓

CHRF [235] n-gram ✓

Semantic Similarity
Greedy Matching [256] word ✓

ROUGE-WE [215] n-gram ✓

MoverScore [344] n-gram ✓

Sentence Mover’s Similarity [65] sentence ✓

BERTScore [341] token ✓

SUPERT [106] token ✗

BARTScore [336] – Optional
Question Answering
QA-based Evaluation [58] text ✓

APES [96] – ✓

SummaQA [268] – ✗

FEQA [88] – ✗

QAGS [323] – ✗

QAEval [80] – ✓

QuestEval [269] – ✗

LLM-based
BLEURT [271] – ✓

BLANC [308] – ✗

GPTScore [100] – Optional
G-Eval [181] – Optional

Table 2.2: Automatic metrics for evaluating summarization categorized by the re-
spective paradigm adopted for measuring content overlap between the reference
and the generated summary. Detailed description of each metric is provided in
Appendix Table A.3.
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Dimension Mode Orientation Quality
Criteria

Subjectivity & Effort Qualitative Intrinsic Overall Quality
Inter-Annotator
Agreement

Qualitative Intrinsic Importance, Relevance

Incomplete
Ground truth

Both Intrinsic Informativeness, Overall
Quality

Variable
Summary Lengths

Both Intrinsic Informativeness,
Abstractiveness, Overall
Quality

User Needs Quantitative Intrinsic Overall Quality
Quantification
of Content

Quantitative Intrinsic Informativeness, Cover-
age

Annotation Guidelines Qualitative Intrinsic Coverage, Overall Qual-
ity

Annotator Expertise Qualitative Intrinsic Coverage, Readability,
Overall Quality

Annotation Design &
Reporting

Qualitative Intrinsic Overall Quality

Scoring Range Quantitative Intrinsic Coverage
Summary Type Quantitative Intrinsic Abstractiveness
Corpus Type Quantitative Intrinsic Coverage
System Rankings Quantitative Intrinsic Overall Quality
Time
Variance

Quantitative Intrinsic Responsiveness, Overall
Quality

Correlation with
Human Judgments

Quantitative Intrinsic Overall Quality

Metric Sufficiency Quantitative Intrinsic Informativeness,
Coherence, Relevance,
Abstractiveness

Sample Size Quantitative Intrinsic Overall Quality

Table 2.3: Challenges in evaluating summaries categorized by the mode of evalu-
ation (qualitative, quantitative), the orientation for evaluation (intrinsic, extrin-
sic), and the targeted summary quality criteria.
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3
Defining Good Summaries: Examining

News Editorials
This chapter builds upon the summarization theory described so far by tak-
ing the first step in the process of automatic summarization: defining what
an ideal summary must look like for a given document. This entails clearly
defining the quality dimensions that a summary must adhere to, and then
operationalizing this definition in a manner that allows human annotators
to create high-quality ground truthwith ease. To exemplify this process, the
present chapter focuses on the task of defining and gathering high-quality
summaries of news editorials, which are opinionated texts that typically do
not comewith an author-provided summary, but rather a lead that intend to
attract the readers’ attention. We first establish a set of quality dimensions
for editorial summaries and then proceed to collect a corpus of high-quality
summaries of news editorials via crowdsourcing. Following this, we con-
duct a detailed analysis of the corpus to discern content-specific differences
between high-quality and low-quality summaries. The chapter concludes
with an evaluation of two unsupervised extractive summarization models
on the newly collected corpus.

3.1 Key Characteristics of News Editorials

News summarization has been, and still is subject of active research to this
day [177, 275, 334]. However, the inverted pyramid structure of news re-
ports, where the lead paragraphs often have a summarizing quality in and
of themselves [237], induces a bias in many recent news summarization
approaches to just copy the opening sentences [152, 158]. Hence, these

45
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approaches fail at argumentative news articles, such as editorials, whose
structure differs from that of news reports.

Editorials represent the views of an organization (newspaper) on long-
standing societal issues and aim to shape public opinion [99, 103]. Com-
pared to news reports, which aim to informobjectively about current events,
editorials subjectively assess a controversial topic in order to persuade its
audience of a specific stance toward it [141, 305]. This difference in their
goals leads to a difference in linguistic choices. An editorial is usually
composed of three discourse parts, namely lead, body, and conclusion
[252, 304]. The lead introduces the issue at hand by starting with an anec-
dote or a question. The body elaborates on arguments and background in-
formation, while the conclusion provides an evaluation aswell as (possibly)
implicit suggestions and calls to action [35]. The summary of an editorial
must hence be constructed with care in order to preserve its argumentative
structure and its persuasive means. Research on automatic (news) summa-
rization has so far neglected argumentative texts in general, and the genre
of editorials in particular. With this paper we contribute to closing this gap,
taking effective steps toward editorial summarization:

1. We define an annotation scheme tailored to editorial summaries, re-
quiring a high-quality summary to be thesis-indicative, persuasive,
reasonable, concise, and self-contained.

2. We create a corpus of 1330 summaries for 266 news editorials (five
summaries each), manually acquired and evaluated by operationaliz-
ing the proposed annotation scheme.

3. We analyze each summary of the corpus with respect to content over-
lap, distribution of evidence types, adherence to the editorial struc-
ture, and annotator indications regarding summary quality.

4. We evaluate two unsupervised, extractive summarization models
(four variants total) in comparison to the acquired references, and
their potential to identify an editorial’s core message (the thesis).

The evaluation indicates a high suitability of the corpus for research and
development: For 90% of the editorials there are at least three high-quality
summaries, and for 52% all five are. The analyses also reveal that multiple
summaries can be collected for an editorial with low content overlap, that
good summaries include more third party evidence to justify an editorial’s
thesis, and that editorials’ summaries have a distinct structure compared to
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those of news reports, with a specific contribution from each editorial dis-
course unit (lead, body, and conclusion). The corpus and other resources
are publicly available.1

Related Work

The summarization of argumentative text has hardly been studied: Egan
et al. [90] automatically summarize online political debates by extract-
ing key content from their arguments as “points” (verbs and their syn-
tactic arguments). Similarly, Bar-Haim et al. [22] propose to map crowd-
sourced arguments to “key points.” They created the ArgKP corpus, con-
taining 24,000 ⟨argument, key point⟩ pairs, extracted from the IBM-Rank-
30k dataset [116]. To the best of our knowledge, no argument corpus com-
prises summaries of long-form monological argumentative text.

Most of the commonly used corpora for automatic news summariza-
tion, such as the NYT corpus [259], Gigaword [208], CNN/DailyMail
[132, 206], XSum [209], and NEWSROOM [118], primarily consist of (non-
argumentative) news reports and only one ground truth summary per
report. Although the DUC shared task datasets [220] provide multiple
summaries per document (500 news reports), they are very short (up to
14words or 75 bytes), similar toGigaword andXSum (up to two sentences).
These corpora, stemming from the news domain, may contain some edito-
rials; the ones in the NYT corpus were studied by Li et al. [174], Al-Khatib
et al. [6], El Baff et al. [91], and El Baff et al. [92] for tasks such as sum-
marization, analysis of rhetorical strategies, and argumentation quality as-
sessment. But Li et al. [174] observes that the accompanying summaries in
this corpus are teasers rather than actual summaries. In our work, we focus
on composing summaries exclusively for news editorials by aiming to cap-
ture their core argumentation, providing multiple and comparably longer
ground truth summaries (20% of an editorial’s segments) for each editorial.

A scheme for annotating argumentative roles of sentences for summariz-
ing research articleswas presented byTeufel et al. [295]. However, they only
analyzed the effectiveness of this scheme and did not collect or evaluate any
summaries. The key difference between other news summarization corpora
and ours is the use of a (genre-specific) annotation scheme that unifies the
summary acquisition and evaluation. Other summarization corpora lack
such unification and only adopt the notion of “salience” (importance) of
sentences in a text [231] to automatically extract summaries or crowdsource
their acquisition [93]. In the absence of a human-written ground truth,

1https://webis.de/publications.html#?q=COLING+2020

https://webis.de/publications.html#?q=COLING+2020
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parts of a text, such as the title, highlighted sentences, or lead sentences,
are used as proxies for summaries of the source documents. While such
heuristics help create large corpora, the infeasibility of evaluating all the
ground truth summaries leads to increased noise in the datasets, severely
limiting the task of summarization and its evaluation [167]. We evaluated
each summary in our corpus for its quality andprovide labels for high (low)
quality per quality dimension defined in our annotation scheme.

3.2 Operationalizing High-Quality Summaries

As per Hidi andAnderson [133], humans produce two types of summaries:
writer-based ones and reader-based ones. A writer-based summary is pro-
duced to facilitate one’s own comprehension of a text. A reader-based sum-
mary intends to inform others about a text’s coremessage, possibly to evoke
further interest in the reader. News, in particular, may also be accompanied
by a teaser, namely an incomplete summary that aims to attract people to
read the entire news article (report or editorial) [174]. In extreme cases,
teasers can become clickbait [236], constructed to manipulate their readers
to visit an online news article (e.g., by invoking strong curiosity). For our
corpus, we strive for reader-based summaries.

The intention of a reader-based summary is often to substitute the orig-
inal text. For informational texts, such as news reports, this is roughly per-
formed by the omission of irrelevant sentences (deletion), the subsumption
of details into higher-level categories (generalization), and the integration
of details into topic sentences (construction) [163]. Reorganization and re-
wording are possible [147], but new ideasmust not be introduced [43, 163].
In this regard, an editorial aims to persuade its readers of one central claim
(thesis) through its monological argumentation [5, 318]. It is composed
of argumentative discourse units (ADUs, typically statements) that form
arguments to support the thesis [226, 279]. These arguments implement
the author’s strategy, incorporating not only logical, but also emotional and
credible means of persuasion [16]. The core message of an editorial corre-
sponds to its thesis and its most persuasive segments; thus, an editorial’s
summary—and that of long argumentative texts in general—should aim to
preserve both. We propose an annotation scheme tailored for editorial sum-
maries, defining five quality dimensions that emphasize argumentation as
well as summarization quality:
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1. Thesis-indicativeness.. The thesis of an editorial can be stated as a call
for action or as an opinion [304]. The summary should thus explicitly
contain the thesis or indicate it.

2. Persuasiveness.. As the goal of an editorial is to persuade, the same
applies to its summary. As per Wachsmuth et al. [315], the summary
should aim to be effective (i.e., aim to persuade the target audience of
its thesis).

3. Reasonableness.. The summary should help its audience to reach the
thesis and rebut plausible counter-arguments to it.

4. Conciseness.. A summary should be significantly shorter than the edi-
torial and lack any superfluous phrasing or information.

5. Self-containedness.. A summary should be comprehensible with gen-
eral knowledge, without referring to additional resources.

Altogether, we strive to compile a corpus of editorial summaries that come
close to the following definition:

A high-quality summary of an editorial indicates its thesis, argues
for this thesis in a persuasive and reasonablemanner, and is concise
yet self-contained.

Defining such an annotation scheme as a prerequisite allowed us to collect
high-quality summaries and evaluate editorial summarization approaches
in a unified manner. Nevertheless, just as for other kinds of summariza-
tion, it is subjective to determine the “core” parts of a text [329]. This cir-
cumstance is prevalent in editorials, where the argumentative structure and
even the thesis might not be explicitly stated, leaving room for interpreta-
tion. Therefore, both the data collection and evaluation must not rely on a
single ground truth summary. Below, the operationalization of our annota-
tion scheme is described.

Based on a corpus of news editorials that have previously been annotated
with regard to argumentative discourse units, we crowdsource the genera-
tion of multiple reader-based summaries using Amazon’s Mechanical Turk.
The summarization is framed as an annotation / extraction task, where seg-
ments from an editorial are selected to compose a summary.

Data Source The news editorials corpus of Al-Khatib et al. [5] forms the
data source of our study. It comprises 300 editorials from three different
news portals: Al Jazeera, Fox News, and The Guardian. After review-
ing them, we omitted 34 ones falsely labeled as editorial, and very short
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ADU type Example

Assumption Many have simply lost faith in global climate negoti-
ation summits such as COP 20 starting in Lima, Peru,
today.

Anecdote We were in-between lessons during our first class,
when we suddenly heard the sound of shooting.

Common-Ground Politicians are meant to act in the interests of their
people.

Statistic In the early 1900s, Argentina ranked among the
world’s top 10 in per capita income.

Testimony “I saw my brother drown in front of my eyes,” said
Hamid.

Table 3.1: Examples of ADUs (evidence types) selected from different editorials.

ones. Each editorial has been segmented and annotated via crowdsourc-
ing with the following argumentative discourse unit (ADU) types: anec-
dote, assumption, common ground, statistics, testimony, and other (collec-
tively “evidence types”, see Table 3.1). We adopt these ADU segments as
our selection units for creating summaries (see Figure 3.1), since they are
(mostly)well-formed texts by definition [5]. We choose this corpus because
its annotations enable our detailed argumentation analysis of the acquired
summaries as well as our evaluation of automatic summarization models.
Although each editorial in the corpus is accompanied by a very short sum-
mary (one sentence), extracted automatically from its web page, these sum-
maries are insufficient to study their argumentative nature.

Annotation Task The manual selection of summary segments often re-
lies on the concept of importance or salience, i.e., the importance of each
segment decides whether it is to be included in the summary [93, 125].
However, alongside capturing important content, the summary should also
adhere to our annotation scheme. To operationalize this in the summary
acquisition process, we specifically asked the workers to label each editorial
segment as one of:

1. Thesis.: segments that represent what the author wants to persuade
the reader of.

2. Justification.: segments that support the thesis.
3. Background.: segments that provide background information to the

reader.
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Editorial

Summary 1 Summary 2 Summary 3 Summary 4 Summary 5

Anecdote

Assumption

Common-Ground

Statistic

Testimony

Thesis

Justification

Evidence Types

Summary Units

Figure 3.1: An editorial is comprised of multiple ADUs (evidence types), a subset
of which are extracted to compose summaries. Each extracted ADU serves either
as thesis or justification in the summary (summary units). Annotators can select
up to two ADUs as the thesis.

4. Not-in-summary.: segments that should not be in the summary.

Summary length was limited to be 20% of an editorial’s segments. In many
editorials, the thesis may not be explicitly stated but rather implied by the
author. For this reason, we allowed up to two segments to be labeled as
thesis, which allows for inspecting the worker agreement on the editorial’s
core message.

We also asked each worker to self-assess (1) their prior knowledge of the
editorial’s topic (background), (2) if they agreed with the author’s opin-
ion (stance), (3) their general interest in the topic (interest), and (4) the
persuasiveness of the editorial (persuasiveness). These questions consti-
tute a profile of the worker, which allows for a profile-dependent analysis
of the summaries. A similar profile was considered in evaluating spoken
argumentation by Jovičić [151], where the effectiveness of the conveyed ar-
guments depended on the audience. In our case, it turns out that the quality
of our summaries is indirectly influenced by the workers (more details be-
low).

Pilot Study We carried out a pilot study with 25 editorials, one editorial
per human intelligence task (HIT), to check if our initial guideline required
any revisions. Each editorial was annotated by five workers, resulting in
125 summaries. We did not show the segments’ evidence types (from our
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data source) to avoid any selection bias. However, we excluded the seg-
ments of an editorial annotated as “Other” as these segments are not argu-
mentative. Although this somewhat affects the readability, most argumen-
tative segments are well-formed, and our emphasis on the composition of
useful and self-contained summaries in the guideline mitigates this prob-
lem to some extent.

From the 125 summaries, we obtained a total of 1180 summary segment
labels: 19.66% thesis, 54.15% justification and 26.19% background. We
found that 28% of unique summary segments were annotated interchange-
ably as justification or background. Thus, to simplify the final annotation,
alongside the thesis label, we only used the justification label to annotate the
segments that either support the thesis or provide background information.

Final Annotation Using the three labels thesis, justification, and not-in-
summary (to undo previous selections), we acquired summaries for the
remaining 241 editorials. Similar to the pilot study, each editorial was an-
notated by five workers, and to ensure quality, we chose workers with an
approval rating of at least 98% and 1000 accepted HITs from three native
English speaking countries (US, UK, and Canada). We chose these coun-
tries, in particular, to render the task more relevant to workers, since most
editorials discuss topics related to these regions. This is further reflected in
the self-assessment questionnaire, where 76.11% of the workers stated that
they have sufficient background knowledge about the editorial topics they
annotated.

Thesis Agreement In general, the agreement among summaries is ex-
pected to be low, not necessarily due to poor annotations, but due to the
subjectivity of the importance notion [125, 190] and argumentative text
perception. Besides, agreement tends to further decrease as the length of
the summary increases [146]. However, the agreement on the thesis seg-
ment(s) indicates that the workers agree on the core message of the edi-
torial. Hence, we consider worker agreement only on their selected thesis
segments. As workers can label up to two segments as thesis, we consider
full (two common segments) and partial (one common segment) agree-
ment. As shown in Table 3.3a, the 61% majority agreement is promising,
considering the challenging nature of the task, especially that a thesis can
be indirectly implied when not explicitly stated in the editorial.

Our corpus consists of 1330 summaries having 12,806 labeled segments,
with 14.7% labeled as thesis and 85.3% as justification. Table 3.3b shows the
summary lengths in terms of segment and word counts.
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Dimension Explanation %Maj. % Summ.

Thesis-relevance The thesis is relevant to the title, i.e., it could
be the main point(s) of the editorial with
the given title.

76% 81.7%

Persuasiveness A persuasive summary aims to convince
its readers to take a stand on a particu-
lar topic. To this end, it uses persuasion
techniques such as: providing logical argu-
ments to support its stand, invoking certain
emotions on the readers, and/or using ef-
fective phrases.

76% 86.5%

Reasonableness A reasonable summary adequately sup-
ports its thesis, i.e., the thesis is supported
by a sufficient number of arguments.

79% 89.8%

Self-containedness A self-contained summary is understand-
able by most of the readers, i.e., no need
for additional information to get its thesis
and follow its argumentation. Also, a self-
contained summary refers to entities (peo-
ple, locations, events, etc.) without any con-
fusion in the usage of pronouns.

74% 84.1%

Overall score – 74% 82.4%

Table 3.2: Summary quality dimensions and the guideline given to workers, de-
rived from our annotation scheme to render it comprehensible to non-experts.
Thesis-relevance is an indirect assessment of thesis-indicativeness. Third column (%
Maj.) shows percentages of at least 2/3 agreement (majority) on each dimension,
and for the overall score. The last column shows the percentage of summaries per
editorial (averaged over all 266), which satisfy the corresponding quality dimen-
sion. On average, 82.4% of the summaries are high-quality per editorial, i.e., they
satisfy at least three quality dimensions.

3.3 Evaluating and Ensuring Summary Quality

Adherence to the DUCGuideline Manual qualitative evaluation of sum-
maries is often carried out according to the DUC guideline [71]: summaries
must be grammatical, non-redundant, exert referential clarity, and have fo-
cus, as well as structure and coherence. Gillick and Liu [111] found this to
be an expensive and a rather difficult task for non-experts. Thus, many sum-
marization studies either avoid manual evaluation completely, or carry out
only partial studies, rendering comparisons across papers difficult [125].
Even ground truth summaries themselves are rarely evaluated. To ensure
the quality of our corpus, we therefore thoroughly evaluate each acquired
summary for quality.
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We argue that, by the construction of the summaries, their grammatical-
ity and non-redundancy are sufficiently fulfilled, and that, by definition of
our annotation scheme, the remaining DUC criteria are covered. Our sum-
maries inherit the grammaticality of the editorials they were derived from.
They are sequences of ADUs extracted from the editorials, and although
ADUs may be part of longer sentences, they do form complete sentences
in and off themselves [5]. Similarly, non-redundancy is inherited from the
editorials; given their high writing quality, we can expect less redundant
text, whereas if a certain point is repeated in an editorial to emphasize it, it
stands to reason its summary may do so. Local redundancies, such as re-
peated names where an anaphora would suffice, cannot be avoided, since
we did not ask the crowdworkers to revise the summaries. Referential clar-
ity, focus, structure, and coherence form part of our annotation scheme: As-
sessing the reasonableness of a summary includes checking for justifications
to support its thesis, which is an indirect judgment of a summary’s focus,
i.e., the summary contains only related segments that together support its
thesis. Likewise, assessing if a summary is self-contained considers refer-
ential clarity (i.e., no confusing usage of pronouns) as well as structure and
coherence (i.e., the summary is well-organized).

Evaluation Task Similar to the acquisition of the summaries, we crowd-
sourced their qualitative evaluation. Table 3.2 shows howwe explained the
different quality dimensions of our annotation scheme to the crowd work-
ers. The judgments for each dimension were made on a four-point scale
(strongly disagree, weakly disagree, weakly agree, strongly agree). For
persuasiveness, owing to the infeasibility of measuring this for some (of-
ten unknown) target audience [315], we restrict this dimension to being
persuasive in general. Similarly, reasonableness of argumentations in the-
ory also includes their acceptability by the target audience [315]. Again,
due to the infeasibility of measuring this for our summaries, we restrict this
dimension to having adequate justifications for their thesis. All (five) sum-
maries of an editorial were evaluated in one HIT, each performed by three
workers with the same selection criteria as in the summarization task. We
only showed an editorial’s title alongside each summary,2 with its thesis
emphasized in bold.

Pilot Study. To test and revise our guideline, we carried out another pi-
lot study to evaluate the 25 editorials and their summaries from the sum-

2Reading titles only instead of the whole editorials significantly reduced the time taken
for a HIT.
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mary acquisition pilot study. Regarding thesis-indicativeness, for each sum-
mary’s thesis, workers judged its relevance to the shown title, rather than
reading the whole editorial. This design decision was backed by manu-
ally inspecting each title to ensure that it sufficiently indicates the issue dis-
cussed in the corresponding editorial. Acknowledging worker feedback,
we included examples to help judge reasonableness and self-containedness,
while only the description shown in Table 3.2 sufficed for judging persua-
siveness.

For a sanity check, we exploit the fact that each of an editorial’s five sum-
maries is supposed to have the same or at least a similar thesis (Table 3.3a).
Specifically, we asked workers to judge how similar in meaning is the thesis
of a particular summary to that of the remaining summaries in a HIT. Then,
given two summaries comprising similar thesis segments, we rejected the
submissions of workers who judged them to be dissimilar.3

Annotator Agreement To compute annotator agreement, we firstmapped
all judgments to numeric scores (strongly-disagree: -2, weakly-disagree: -
1, weakly-agree: 1, strongly-agree: 2). Then, we computed an overall score
for a summary by averaging the numeric scores of all its quality dimensions.
Thus, a summary with multiple quality dimensions gets a higher score. Ta-
ble 3.2 shows the majority agreement for each quality dimension, as well as
for the high-quality summaries. We note sufficient agreement on all quality
criteria with the highest value for the reasonableness dimension.

In Table 3.3c, we also report significant correlations (at p < 0.05) be-
tween quality dimensions and overall score. We observe that: (1) A reason-
able summary is also self-contained. By including justifications that build
upon its thesis, a reasonable summarymitigates any distractions in its argu-
mentation flow, thus rendering it understandable. (2) A reasonable sum-
mary is also persuasive. A key persuasion technique by authors is provid-
ing logical arguments to support their stances, i.e., reasonable summaries
where a sufficient number of justifications is provided are more likely to be
persuasive.

Quality Groups We distinguish summaries as being high or low quality
based on the workers’ assessments. We assert that a high-quality summary
has at least three quality dimensions defined in our annotation scheme (Sec-
tion 3.2) as judged by workers. As each summary is assessed by three
workers, they may disagree on which dimensions it has. Thus, we use

3This sanity check was repeated multiple times to ensure reliable judgments.
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(a)
Workers Editorials

2/5 96%
3/5 61%
4/5 25%

(b)
Length Min Mean Max

Words 71 209.3 492
Segments 4 9.6 26

(d)
Position Summary Segments

Thesis Justif. Combined
Lead 73.2% 20.2% 28.3%
Body 21.5% 67.6% 60.6%
Conclusion 5.2% 12.2% 11.1%

(c)
0.48 0.42 0.37 0.651
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Table 3.3: (a) Agreement on thesis segment(s) among five workers. Values are
computed on all 266 editorials (1330 theses). (b) Length statistics of all the sum-
maries. (c) Correlation among judgments (Kendall’s τ) for various quality dimen-
sions including overall summary score. All values are significant at p < 0.05.
(d) Percentages of summary segments (by function as thesis or justification and
combined) extracted from lead, body and conclusion.

the majority vote to label a summary as “high-quality,” i.e., if at least two
workers agreed that it has at least three quality dimensions. We simi-
larly distinguished the summaries per quality dimension (e.g., high/low-
thesis-indicativeness). The distribution of high-quality summaries per edi-
torial (on average, by quality dimension) is shown in Table 3.2. As for the
quality dimensions, we observe that all dimensions are (almost) equally
distributed in high-quality summaries, with reasonableness dimension fa-
vored slightly more (26.25%) (thesis-indicativeness: 24.08%, persuasive-
ness: 24.98%, self-containedness: 24.69%). Totally, we have 1096 high-
quality and 234 low-quality summaries as per our manual evaluation.

In this section, we present a thorough analysis of our corpus, exploring
(1) summary content overlap (i.e., the annotator agreement), (2) distribu-
tion of evidence types, (3) adherence of summaries to the editorial’s struc-
ture, and (4) annotators’ profiles and their impact on the quality of sum-
maries.
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ADU type Editorials HQ Summaries LQ Summaries

L B C Comb. Thesis Justif. Comb. Thesis Justif. Comb.
Assumption 61.7 66.9 79.2 68.0 70.4 64.2 65.1 66.5 66.3 66.3
Anecdote 25.1 18.9 8.5 18.2 18.8 18.9 18.9 23.3 20.7 21.1
Common-Grnd. 2.0 1.8 1.4 1.7 1.1 1.4 1.4 1.6 1.1 1.2
Statistics 2.9 3.1 1.6 2.9 1.8 4.4 4.0 1.6 2.5 2.4
Testimony 7.6 8.5 6.0 8.0 7.5 10.6 10.1 6.4 8.3 8.0

Table 3.4: Comparison of ADU distributions (in %) in editorials (by occurrence
in Lead, Body, or Conclusion and combined) as well as in groups of high-quality
(HQ) and low-quality (LQ) summaries (by function as thesis or justification and
combined).

Summary Content Overlap Here, we inspect the overlap among the five
summaries per editorial. We first computed the Jaccard index4 between
each pair of summaries, in which the Jaccard index measures the intersec-
tion over the union between a pair’s segments. Then, we averaged the in-
dices over all the summary-pairs for an editorial (five summaries, ten pairs).
We found that the average of Jaccard indices over all editorials is 0.2, which
speaks for a low overlap between summaries. Although theworkers agreed
on the thesis (Table 3.3a), they still chose different justifications, leading to
diverse summaries.

Distribution of Evidence Types We examine the distribution of evidence
types in our summaries by obtaining the ADU labels from our data source.
Table 3.4 shows this distribution in the three discourse parts (i.e., lead, body,
and conclusion),5 and in high-quality and low-quality summaries accord-
ing to their role as thesis, justification, and combined.

The table reveals two key insights into the summaries’ evidence types:
(1) High-quality summaries have more statistics than the low-quality ones.
Statistics is an evidence type stating or quoting the results or conclusions
of quantitative research, studies, empirical data analyses, or similar [5].
(2) High-quality summaries have more testimony than the low-quality
ones. Testimony is an evidence type that either states or quotes propositions
made by some expert (person or organization) other than the author [5].
Although the overall percentage of statistics and testimony is less compared

4Jaccard index has an interval of [0,1]; values close to 1 indicate high overlap between
two sets.

5After inspecting the length of online lead paragraphs from the NYT corpus [259], which
are on average 12%of the article’s length, we considered 15%of the top and bottom segments
of an editorial as its lead and conclusion.
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to other evidence types, such as assumption or anecdote, it is interesting to
note that workers preferred more third-party evidence in their summaries.
In conventional news summarization, these contents may been seen as ex-
traneous details that need not be in a summary, whereas for editorials, they
play a crucial role of supporting the thesis as justification.

Adherence to Editorial Structure We argue that constructing editorial
summaries requires considering the specific contributions of its discourse
parts to the argumentation. This means that unlike news reports where the
summary is condensed primarily in the lead [327], important contents are
distributed throughout the editorial. As shown in Table 3.3d, the majority
of thesis segments are extracted from the lead (73.2%), but are insufficient
to fully summarize the editorial, comprising only 28.3% of the combined
summary segments. Furthermore, we note that each discourse part con-
tributes proportionally to its summary (28.3%, 60.6% and 11.1% for lead,
body, and conclusion).

Worker Profiles’ Impact on Quality All workers employed in the acqui-
sition task were assessed on a five-point scale regarding their background
knowledge of the editorial’s topic, if they agree or disagree with the edito-
rial’s stance, their interest in the topic, and if they find it persuasive.

To understand the impact of the workers’ profiles on the quality of their
summaries, we computed the correlation (Kendall’s τ) between each as-
pect of their profile and the summaries’ quality dimensions.6 With a sig-
nificant positive correlation (p < 0.05), we found that the workers who
have more background knowledge of an editorial composed more persua-
sive summaries. On the other side, we did not find any significant correla-
tion between the workers’ stance toward a topic and the persuasiveness of
a summary (as well as the overall quality) of their summaries.

3.4 Automatic Extractive Summarization of News Editorials

In this section, we investigate the capability of automatic summarization
technology for generating high-quality summaries for editorials. Specifi-
cally, we implemented two unsupervised extractive summarization models
(TextRank and ExtSum) and evaluated their output based on the Webis-
EditorialSum-2020 corpus. Thesemodels emulate themanual summary ac-
quisition setting, i.e., extracting segmentswithin a given length budget. The

6We converted each judgment to a numerical score as in Section 3.3.
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Model Length Position Thesis Cov. Summary
(words) L B C 1 2 3 4 5 Maj. Cov.

TextRank-Lex 79.9 13.6 69.3 17.1 67.3 23.1 7.7 1.9 0.0 9.6 11.9
TextRank-Entity 141.4 40.6 58.5 0.9 41.0 21.6 14.9 13.4 9.0 37.3 20.1
ExtSum-XLNet 151.0 23.4 60.5 16.2 34.4 29.7 23.6 8.5 3.8 35.8 16.4
ExtSum-DistilBERT 155.0 22.5 64.8 12.7 36.2 30.5 21.9 7.6 3.8 33.3 16.2
References 209.3 21.6 65.3 13.1

Table 3.5: Average summary length in words. Average distribution of summary
segments extracted by models from Lead, Body and Conclusion in comparison
to references. Percentage of (reference) theses and summary segments covered
by models. For thesis coverage, we inspected if a thesis is completely included in
the automatic summary (i.e., both segments). Accordingly, as each editorial has
five theses, we also show coverage by number of theses completely captured in
the model’s summary. Summary coverage is the percentage of unique summary
segments (from all five summaries of an editorial) captured.

input for each summarizationmodel was the argumentative segments in an
editorial (without any information about their evidence type). We set the
same summary length (20%) for the automatic summaries as the ground
truth ones.

3.4.1 Extractive Summarization Models

Our first summarization model is based on TextRank [201], an unsuper-
vised summarization model based on PageRank [42]. Petasis and Karkalet-
sis [229] demonstrated that TextRank is able to identify argument com-
ponents in a text. By comparing the connections among sentences with
those between claims and premises, they established TextRank as a suit-
able model for argument mining. Accordingly, we leverage this to create
extractive summaries of the editorials. TextRank first constructs an undi-
rected graph of the entire editorial with the segments as nodes. For weigh-
ing the connecting edges, we investigated two similarity functions resulting
in two variants of TextRank: TextRank-Lexwhich uses lexical overlap among
segments and TextRank-Entity which uses the number of common named
entities7 between two segments.

As our second summarizationmodel, we adopt an extractive summariza-
tionmodel based onBERT [83] that clusters (usingK-Means) the contextual
embeddings of an editorial’s segments and selects those that are closer to its
centroid as the final summary [202]. To encode the editorial segments, we

7We used Spacy’s en-core-web-md model for tagging named entities.
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chose contextual embeddings from two distinct architectures: ExtSum-XLNet
based on XLNet [333], an autoregressive language model that outperforms
BERT on several tasks, and ExtSum-DistilBERT based on DistilBERT [260].
DistilBERT is an efficient language model that leverages knowledge distil-
lation to achieve similar performance as BERT but with significantly fewer
resources and increased speed compared to XLNet.

3.4.2 Model Evaluation

We compare each model’s summary for an editorial with its multiple refer-
ences in terms of its adherence to the editorial’s structure and coverage of
unique summary (and theses) segments.

Regarding the structure of the automatic summaries, the distribution of
segments from lead, body, and conclusion is shown in Table 3.5. We see
that TextRank-Lex extracts more segments from the body and the conclu-
sion. However, it extracts much shorter segments than those in the refer-
ences. In contrast, TextRank-Entity extracts more segments from the lead of
an editorial and produces longer summaries. This is because the actors of
an editorial (named entities) are usually introduced in the beginning. Both
the ExtSum variants have almost a similar distribution of extracting seg-
ments from the editorial’s discourse parts; besides that, embeddings from
the smaller DistilBERT produce relatively longer summaries. Still, all the
automatically produced summaries are shorter than the references in terms
of word count.

The coverage of the theses and summary segments of the references
by the automatic summaries is shown in Table 3.5. We observe that
TextRank-Entity has the highest coverage of the reference summary seg-
ments. Despite producing shorter summaries than the ExtSum models,
it also consistently captures a majority of theses. This reveals a plausible
segment extraction strategy followed by workers in the summary acquisi-
tion task, where argumentative segments connecting different actors are of-
ten selected. Among the ExtSum models, ExtSum-DistilBERT has a similar
distribution of segments from the discourse parts as the references, with
ExtSum-XLNet having a slightly higher coverage of the unique summary seg-
ments from the references.

3.5 Summary

This chapter presented the first steps towards summarizing news editorials,
a type of long form argumentative text, by defining and operationalizing
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high-quality summaries. We introduced an annotation scheme tailored to
editorial summaries, whichwe employed to acquire and evaluate theWebis-
EditorialSum-2020 corpus; the first corpus for news editorial summariza-
tion containing five summaries per editorial (1330 summaries in total). Our
annotation scheme defines multiple quality dimensions grounded in argu-
mentation quality studies. Throughdetailed corpus analyses, we found that
editorial summaries have a distinct structure compared to those of news re-
ports; that third party evidence in summaries improves their overall quality;
that background knowledge of workers is positively correlated to the per-
suasiveness of their summaries; and, that some automatic models can at
least capture an editorial’s thesis. We consider our corpus a useful resource
for promoting research in automatic summarization and computational ar-
gumentation. For instance,it can be used to learn automatically classifying
evidence types in other long-form argumentative texts such as debates, so-
cial media posts, and student essays.
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4
Mining Social Media for

Author-provided Summaries
Although it is crucial to define the characteristics of reference summaries
as done in the previous chapter, it is often impractical to gather such sum-
maries on a large scale through crowdsourcing. A practical alternative is to
seek human indications of summary-worthy content in a given text. This
can help in automatically identifying pairs of documents and summaries,
thereby facilitating the creation of appropriate training datasets. Accord-
ingly, this chapter introduces an extensive dataset of social media posts
complemented by author-provided, highly abstractive summaries. To cre-
ate this dataset, we leveraged the common practice of social media users
summarizing their own posts as a courtesy to their readers. We collected a
substantial number of such author-provided summaries from the popular
social news aggregation and discussion website Reddit. The chapter out-
lines the data collection and preprocessing procedures, providing a com-
prehensive analysis of the resulting dataset. The uniqueness of this dataset
lies in its inclusion of author-provided, abstractive summaries, making it
a pivotal resource for investigating the widely adopted paradigm of rein-
forcement learning from human feedback (RLHF) [281], which currently
plays a dominant role in the operationalization of large language models.

Furthermore, the chapter presents the results from the first shared task
on abstractive summarization, conducted using this dataset. It includes a
human-centered qualitative evaluation and error analysis of the candidate
summaries produced by the participants. These insights offer valuable per-
spectives on the performance and capabilities of various summarization ap-
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Corpus Genre Training pairs

English Gigaword News articles 4 million
CNN/Daily Mail News articles 300,000
DUC 2003 Newswire 624
DUC 2004 Newswire 500
Webis-TLDR-17 Social Media 4 million

Table 4.1: Top rows: commonly used English-language corpora; bottom row: our
contribution.

proaches, shedding light on the strengths and limitations of current tech-
niques.

4.1 Leveraging Human Signals for Summary Identification

Given a document, automatic summarization is the task of generating a co-
herent shorter version of the document that conveys its main points. De-
pending on the use case, the target length of a summary may be chosen
relative to that of the input document, or it may be limited. Either way, a
summary must be considered “accurate” by a human judge in relation to
its length: the shorter a summary has to be, the more it will have to abstract
over the input text. Automatic abstractive summarization can be considered
one of themost challenging variants of automatic summarization [104]. But
with recent advancements in the field of deep learning, new ground was
broken using various kinds of neural network models [64, 139, 257, 270].

The performance of these kinds of summarization models strongly de-
pends on large amounts of suitable training data. To the best of our knowl-
edge, the top rows of Table 4.1 list all English-language corpora that have
been applied to training and evaluating single-document summarization
networks in the past two to three years; only the two largest corpora are of
sufficient size to serve as training sets by themselves. At the same time, all of
these corpora cover more or less the same text genre, namely news. This is
probably due to the relative ease by which news articles can be obtained as
well as the fact that the news tend to contain properly written texts, usually
from professional journalists. Notwithstanding the usefulness of existing
corpora, we argue that the apparent lack of genre diversity currently poses
an obstacle to deep learning-based summarization.

In this regard, we identified a novel, large-scale source of suitable training
data from the genre of social media. We benefit from the common practice
of social media users summarizing their own posts as a courtesy to their
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readers: the abbreviation TL;DR, originally used as a response meaning
“too long; didn’t read” to call out on unnecessarily long posts, has been
adopted by many social media users writing long posts in anticipatory obe-
dience and now typically indicates that a summary of the entire post fol-
lows. This provides us with a text and its summary—both written by the
same person—which, when harvested at scale, is an excellent datum for de-
veloping and evaluating an automatic summarization system. In contrast
to the state-of-the-art corpora, social media texts are written informally and
discuss everyday topics, albeit mostly unstructured and oftentimes poorly
written, offering new challenges to the community. Thus, we endeavored
to extract a usable dataset specifically suited for abstractive summarization
from Reddit, the largest discussion forum on the web, where TL;DR sum-
maries are extensively used. In what follows, we discuss in detail how the
data was obtained and preprocessed to compile theWebis-TLDR-17 corpus.

4.2 Constructing a Corpus of Abstractive Summaries

Reddit is a community centered around social news aggregation, web con-
tent rating, and discussion, and, as of mid-2017, one of the ten most-visited
sites on the web according to Alexa.1 Community members submit and cu-
rate content consisting of text posts or web links, segregated into channels
called subreddits, covering general topics such as Technology, Gaming, Fi-
nance, Well-being, as well as special-interest subjects that may only be rele-
vant to a handful of users. At the time of writing, there are about 1.1 million
subreddits. In each subreddit, users submit top-level posts—referred to as
submissions—and others replywith comments, reflecting, contradicting, or
supporting the submission. Submissions consist of a title and either a web
link, or a user-supplied body text; in the latter case, the submission is also
called a self-post. Comments always have a body text—unless subsequently
deleted by the author or amoderator—whichmay also include inline URLs.

Large crawls of Reddit comments and submissions have recently been
made available to the NLP community.2 For the purpose of constructing
our summarization corpus, we employ the set of 286 million submissions
and 1.6 billion comments posted to Reddit between 2006 and 2016.

Given the raw data of Reddit submissions and comments, our goal is to
mine for TL;DR content-summary pairs. We set up a five-step pipeline of
consecutive filtering steps; Table 4.2 shows the number of posts remaining
after each step.

1http://www.alexa.com/siteinfo/reddit.com
2http://files.pushshift.io/reddit/

http://www.alexa.com/siteinfo/reddit.com
http://files.pushshift.io/reddit/
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Filtering Step Subreddits Submissions Comments

Raw Input 617,812 286,168,475 1,659,361,605
Contains tl.{0,3}dr 37,090 2,081,363 3,755,345
Contains tl;dr3 34,380 2,002,684 3,412,371
Non-bot post 34,349 1,894,094 3,379,287
Final Pairs 32,778 1,667,129 2,377,372

Table 4.2: Filtering steps to get the TL;DR corpus.
An initial investigation showed that the spelling of TL;DR is not uniform,

but many plausible variants exist. To boil down the raw dataset to an upper
bound of submissions and comments (collectively posts) that are candi-
dates for our corpus, we first filtered all posts that contain the two letter se-
quences ’tl’ and ’dr’ in that order, case-insensitive, allowing for up to three
random letters in-between. This included a lot of instances found within
URLs, which were thus ignored by default. Next, we manually reviewed
a number of example posts for all of the 100 most-frequent spelling vari-
ants (covering 90% of the distribution) and found 33 variants to be highly
specific to actual TL;DR summaries,3 whereas the remaining, less frequent,
variants contained too much noise to be of use.

The Reddit community has developed many bots for purposes such as
content moderation, advertisement or entertainment. Posts by these bots
are often well formatted but redundant and irrelevant to the topic at hand.
To ensurewe collect only postsmade by human users—critically, some Red-
dit users operate TL;DR-bots that produce automatic summaries, which
may introduce undesirable noise—we filter out all bot accounts with the
help of an extensive list provided by the Reddit community,4 as well as
manual inspection of cases where the user name contained the substring
“bot.”

For the remaining posts, we attempt to split their bodies at the expres-
sion TL;DR to form the content-summary pairs for our corpus. We locate
the position of the TL;DR pattern in each post, and split the text into two
parts at this point, the part before being considered as the content, and the
part following as the summary. In this step, we apply a small set of rules
to remove erroneous cases: multiple occurrences of TL;DRs are disallowed
for their ambiguity, the length of a TL;DR must be shorter than that of the
content, there must be at least 2 words in the content and 1 word in TL;DR.
The last rule is very lenient; any other threshold would be artificial (i.e., a

3tl dr, tl;dr, tldr, tl:dr, tl/dr, tl; dr, tl,dr, tl, dr, tl-dr, tl’dr, tl: dr, tl.dr, tl ; dr, tl_dr, tldr;dr,
tl ;dr, tl\dr, tl/ dr, tld:dr, tl;;dr, tltl;dr, tl~dr, tl / dr, tl :dr, tl - dr, tl\\dr, tl. dr, tl:;dr, tl|dr, tl;sdr,
tll;dr, tl : dr, tld;dr

4https://www.reddit.com/r/autowikibot/wiki/redditbots

https://www.reddit.com/r/autowikibot/wiki/redditbots
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Example Submission

Title: Ultimate travel kit
Body: Doing some traveling this year and I am looking to build the ultimate travel kit ... So far I have a
Bonavita 0.5L travel kettle andAeroPress. Looking for a grinder thatwouldmaybefit into theAeroPress.
This way I can stack them in each other and have a compact travel kit.
TL;DR: What grinder would you recommend that fits in AeroPress?
Example Comment (to a different submission)
Body: Oh man this brings back memories. When I was little, around five, we were putting in a new
shower system in the bathroom and had to open up the wall. The plumber opened up the wall first,
then put in the shower system, and then left it there while he took a lunch break. After his break he
patched up the wall and left, having completed the job. Thenwe couldn’t find our cat. But we heard the
cat. Before long we realized it was stuck in the wall, and could not get out. We called up the plumber
again and he came back the next day and opened the wall. Out came our black cat, Socrates, covered
in dust and filth.
TL;DR: plumber opens wall, cat climbs in, plumber closes wall, fucking meows everywhere until
plumber returns the next day

Table 4.3: Examples of content-summary pairs.

10 word sentence may still be summarizable in 2 words). However, future
users of our corpus probably might have more conservative thresholds in
mind. We hence provide a subset with a 100 word content threshold.

Reddit allows Markdown syntax in post texts, and many users take ad-
vantage of this facility. As this introduces some special characters in the
text, we disregard all Markdown formatting, as well as inline URLs, when
searching for TL;DRs.

After filtering, we are left with approximately 1.6 million submissions
and 2.4 million comments for a total of 4 million content-summary pairs.
Table 4.3 shows one example each of content-summary pairs in submissions
and comments. Table 4.9 shows the comparison of the abstractive summary
from our corpus against an extractive summary from the CNN-DailyMail
corpus. The development of the filtering pipeline went along with many
spot-checks to ensure selection precision. As a final corpus validation, we
reviewed 1000 randomly selected pairs and found 95% to be correct, a pro-
portion that allows for realistic usage. Nevertheless, we continue on refining
the filtering pipeline as systematic errors become apparent.

4.2.1 Corpus Statistics

For the 4 million content-summary pairs, Table 4.4 shows distributions of
the word counts of content and summary, as well as the ratio of summary to
content word count. On average, the content body of submissions tends to
be nearly twice as long as that of comments, whereas the fraction of the total
word count in the summary tends to be higher for submissions (about 11%
being typical) than for comments (8%). As the length of a post increases,
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Min Median Max Mean σ

Comments
Total 3 164 6,880 225.21 210.22
Content 2 144 6,597 202.99 199.19
Summary 1 15 1,816 22.21 27.81
Summ. / Cont. 0.00 0.11 1.00 0.16 0.16
Submissions
Total 3 296 9,973 416.40 384.72
Content 2 269 9,952 382.75 366.99
Summary 1 22 3,526 33.65 47.87
Summ. / Cont. 0.00 0.08 1.00 0.12 0.13

Table 4.4: Length statistics for the TL;DR corpus.

the length of the summary tends to increase as well (Pearson correlations
of 0.40 for submissions and 0.35 for comments), while the ratio of summary
to content word count increases only slightly (correlations of 0.11 and 0.07).

4.2.2 Corpus Verticals

The corpus allows for constructing verticals with regard to content type,
content topic, and summary type. Content type refers to submissions vs.
comments, the key difference being that submissions include an author-
provided title field, which can serve as an additional source of summary
ground truth. Comments may perhaps inherit the title of the submission
they were posted to, but topic drift may occur. The submission of the exam-
ple comment in Table 4.3 was befittingly entitled “So I found my cat after
6 hours with some power tools...”, referring to a picture of a cat stuck in a
wall.

Content topic refers to the subreddit a submission or comment was
posted to. While subreddits cover trending topics as well as online culture
very well, thus ensuring a broader range of topics than news can deliver,
there is currently no ontology grouping them for ease of selection.

In our data exploration, we observed that Reddit userswrite TL;DRswith
various intentions, such as providing a “true” summary, asking questions or
for help, or forming judgments and conclusions. Although the first kind of
TL;DRposts aremost important for training summarizationmodels, yet, the
latter allow for various alternative summarization-related tasks. Hence, we
exemplify how the corpus may be heuristically split according to summary
type—other summary type verticals are envisioned.

To estimate the number of true summaries, we extract noun phrases from
both content and summary, and retain posts where they intersect. Only
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966,430 content-summary pairs—580,391 from submissions and 386,039
from comments—pass this test, but this is a lower bound: since abstrac-
tive summaries may well be semantically relevant to a post without sharing
any noun phrases.

To extract question summaries, we test for the presence of one of 21 En-
glish question words,5 as well as a question mark, in the summary. We can
isolate a subset of 78,710 content-summary pairs this way (see Table 4.3
top), which allow for training tailoredmodels yielding questions for a sum-
mary.

Many posts contain abusivewords in the content, the TL;DR, or both (see
Table 4.3 bottom). While retaining vulgarity in a summary may be appro-
priate, it seems rarely desirable if a model introduces vulgarity of its own.
To separate 299,145 vulgar summaries, we use a list ofmore than 500 English
offensive words from Google’s now defunct “What Do You Love” project.6
Come to think of it, these may still be used to train a swearing summarizer,
if only for comedic effect.

4.3 Insights from the TL;DR Challenge

Based on our aforementioned corpus, we organized the TL;DR Challenge
[284], the first shared task for abstractive summarization of social media
posts. This section presents key details about the system submissions and
our extensive evaluation of the summary quality.

Out of 16 registered participants, we received 5 submissions from 3 par-
ticipants (2 from industry). In addition, we provided a seq2seq-baseline
model with 2 layers, bi-LSTM, 256 hidden units and no attention. Partic-
ipants trained models at their own premises and deployed them to a vir-
tual machine on TIRA. Via TIRA’s web interface, scripts were configured
to generate summaries for a hidden test set and then remotely executed.
Multiple runs were allowed for each participant.7 Each run was fed to an
automatic evaluator script to compute ROUGE scores. Each software and
evaluator run on the test set was manually reviewed by organizers for er-
rors and data leakage. After a successful review, the scoreswere shared on a

5Extension of the word list at https://en.wikipedia.org/wiki/Interrogative_word
with “can”, “should”, “would”, “is”, “could”, “does”, “will” after manual analysis of the
corpus.

6Obtained via https://gist.github.com/jamiew/1112488
7Evaluatingmodels on TIRA using ROUGEwas allowed even after the submission dead-

line. Thus, a participant’s technical paper may have a variation of the same model with
different ROUGE scores, but was not manually evaluated.

https://en.wikipedia.org/wiki/Interrogative_word
https://gist.github.com/jamiew/1112488
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public leaderboard.8 Two participants provided their system descriptions.
We did not receive any description for the tldr-bottom-upmodel.

Gehrmann et al. [110] leveraged fine-tuned language models to gener-
ate abstractive summaries. They argue that excessive copying facilitated by
the copy-attention mechanism hinders paraphrasing and information com-
pression (abstraction). As part of the TL;DR challenge, they compared
two summarization approaches (pseudo-self-attn and transf-seq2seq)
demonstrating the effectiveness of transfer learning at generating abstrac-
tive summaries. Our manual evaluation confirms that these models gener-
ate concise and coherent summaries.

Tackling the same problem of excessive copying in pointer-generator
models, Choi et al. [62] proposed using Variational Autoencoder (VAE)
in combination with an extractive summarization model. The unified-pgn
model uses a BERT-based extractive model that is fine-tuned to select im-
portant sentences, which are then summarized using a pointer-generator
network. In order to introduce diversity, the unified-vae-pgnmodel uses a
VAE for generating summaries of the extracted important sentences. This
multi-stage architecture preserves a substantial amount of key information
while generating acceptable summaries as revealed in our manual evalua-
tion. We refer readers to the system description papers for further details.

4.3.1 Automatic Evaluation

We begin with a novelty analysis as per See et al. [270], calculating the frac-
tion of n-grams in the summary that are absent from the text as its nov-
elty (Table 4.5). The ground truth has the highest novelty, underlining the
abstractive nature of author-provided summaries. Next, we used ROUGE
[176] for automatic evaluation and report the F1-scores.9 FromTable 4.5 it is
difficult to draw any conclusions just by looking at ROUGE scores. Further-
more, a key issue of ROUGE is that it does not provide any upper bounds for
the quality of a summarization system [266], thus warranting an extensive
manual evaluation of the systems.

4.3.2 Manual Evaluation

Using Amazon Mechanical Turk, we crowdsourced our manual evaluation
within two tasks: preference scoring and quality scoring. One hundred

8https://www.tira.io/task-overview/tldr-generation/inlg-19-tldr-
generation-test-dataset-2018-11-05

9https://github.com/pltrdy/rouge; we intentionally rounded off the scores in our
evaluation script in order to show differences of at least one point on the ROUGE metric.

https://www.tira.io/task-overview/tldr-generation/inlg-19-tldr-generation-test-dataset-2018-11-05
https://www.tira.io/task-overview/tldr-generation/inlg-19-tldr-generation-test-dataset-2018-11-05
https://github.com/pltrdy/rouge
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Model ROUGE Novelty (n-grams) Len.

1 2 L 1 2 3 4
unified-pgn 19 4 15 0.80 5.15 8.67 11.42 33.5
unified-vae-pgn 19 4 15 0.86 5.04 8.90 11.92 32.8
transf-seq2seq 19 5 14 0.82 4.28 6.44 7.54 14.5
pseudo-self-attn 18 4 13 1.49 7.21 9.54 9.98 12.1
tldr-bottom-up 20 4 15 1.90 5.29 8.32 10.73 37.3
seq2seq-baseline 3 0 2 0.00 2.27 2.47 2.05 4.9
ground truth – – – 9.48 21.94 24.86 25.20 26.1

Table 4.5: ROUGE-1, 2, and L scores and novelty analysis for 1 to 4-grams of the
generated summaries along with their average lengths in words.

randomly selected examples from the test set were scored in both tasks,
where each HIT (Human Intelligence Task) was assigned to 3 workers. We
employedmasterworkerswith aminimumapproval rate of 95% and at least
10,000 approved HITs.10

Preference scoring. The DUC guidelines for manually evaluating sum-
maries by Dang [71] were designed for experts. Gillick and Liu [111] re-
ported that Mechanical Turk workers were unable to provide expert-like
scores and had strong disagreements. Therefore, we kept the task as sim-
ple as possible: “Given a text and its summaries from all models (and
the ground truth), score each summary for how well it summarizes the
given text.” We employed a four-point Likert scale ((1) very bad, (2) bad,
(3) good, and (4) very good), since [33] showed that presenting a middle
alternative causesmanypeople to choose it to escape uncertainty. Moreover,
we asked for a written justification for each score. The scores collected re-
flect the summaries’ overall quality, combining all aspects of summary qual-
ity relative to all other summaries, as perceived by the workers. Note that
the summaries were shown in random order to prevent order effects. The
score justifications required the workers to reflect about their judgments,
and at the same time, they provide for an error analysis (see Table 4.3.3 for
details). Moreover, the justifications allowed for double-checking whether
workers actually read the summarieswhile scoring. Figure 4.1 showswhich
pairs of systems have significant differences along with effect sizes.11

10We paid $0.80 per HIT for preference scoring and $0.20 for quality scoring at an average
hourly rate of $8 and $825 total.

11We use Mann-Whitney U for pairwise comparison using Bonferroni correction.
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Figure 4.1: Summary of the preference scoring task: directed edges denote signif-
icantly higher scores (p < 0.001), and are annotated with effect sizes. The base-
line model is much worse in comparison and hence not included. Key: gt: ground
truth, tb: tldr-bottom-up, ps: pseudo-self-attn, up: unified-pgn, ts: transf-seq2seq,
uv: unified-vae-pgn.

Model Sufficiency Text quality

1 2 3 Avg. 1 2 3 Avg.

unified-pgn 2 38 60 2.11 6 68 26 1.78
unified-vae-pgn 4 30 66 2.13 9 62 29 1.78
transf-seq2seq 4 27 69 2.20 0 5 95 2.70
pseudo-self-attn 12 35 53 1.97 2 8 90 2.67
tldr-bottom-up 2 25 73 2.30 1 28 71 2.29
seq2seq-baseline 79 14 7 1.11 73 21 6 1.11
ground truth 2 8 90 2.52 0 15 85 2.57

Table 4.6: Sufficiency and text quality score distribution in the majority category.

Quality Scoring. Our second evaluation taskwas to independently assess
a model’s summaries across two specific qualitative dimensions. We adopt
the term sufficiency to group multiple properties of a summary, such as in-
formativeness, relevance, and focus. Similarly, text quality groups proper-
ties independent of the content, such as structure, coherence, grammar, and
readability. In contrast to the first task, this gives workers specific goals and
helps us to better differentiate between the models. Furthermore, it may
help to identify if non-expert annotators can still produce reliable judg-
ments without a guideline. Gillick and Liu [111] cautioned that workers
have difficulties distinguishing the content of a summary from its text qual-
ity. With that in mind, we devised two orthogonal three-level rating scales.
With respect to sufficiency, workers could rate a summary as insufficient (in-
complete and unrelated to the source text), as barely acceptable (missing the
main point, but capturing relevant secondary information), or as sufficient
(capturing the main point of the text). In terms of text quality, we distin-
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Sufficiency

Missing
context
(MC)

The summary does not provide any context, misses primary
information or captures only secondary information.

Wrong
sentiment
(WS)

The overall sentiment of the post is either flipped or neutralized
due to wrong negations.

Factually
incorrect
(FI)

Entities, such as names, locations, dates are wrongly repro-
duced, making the summary factually incorrect.

Overly
simplistic
(OS)

Summary lacks reasoning and necessary details making it too
generic.

Text quality

Bad
grammar
(BG)

A bad summary contains incorrect punctuations, wrong con-
nectives, or formatting errors.

Incoherence
(IC)

Improper flow of text which renders the summary meaning-
less.

Repetition
(RP)

Excessive repetition of tokens.

Bad
continuity
(BC)

Summary starts off well but later culminates to gibberish text.

Table 4.7: Categories of worker criticism; the score of a summary was in many
cases influenced by a combination of these aspects.

guished the levels badly written (incoherent or major errors), needs improve-
ment (minor errors breaking the flow, but understandable), and well written
(no errors, coherent, and understandable).

Table 4.6 shows the score distribution for both dimensions in the major-
ity category. For text quality, multiple models perform well compared to
ground truth. Models with longer summaries (see Table 4.5), require fur-
ther improvement in terms of text quality despite having a similar number
of sufficient summaries. To compute significance, we assign the score of
a summary to be the average of sufficiency and quality score. Figure 4.2
shows which pairs of systems had significant differences in scores along
with effect sizes.
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Model Sufficiency Text quality Pos.

MC WS FI OS BG IC RP BC

unified-pgn 94 12 11 6 40 81 22 10 56
unified-vae-pgn 52 6 21 9 39 61 12 8 100
transf-seq2seq 102 5 15 23 2 23 1 – 128
pseudo-self-attn 106 15 38 29 1 28 4 – 83
tldr-bottom-up 61 1 25 6 20 43 1 7 137
seq2seq-baseline – – – – – 221 68 – 0
ground truth 69 1 11 14 10 12 0 3 178

Table 4.8: Distribution of summary aspects obtained from error analysis. The last
column (positive) is the number of judgments (out of 300) where workers found
no major problems with the summary .
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Figure 4.2: Summary of the quality scoring task: directed edges denote signifi-
cantly higher scores (p < 0.001), and are annotated with effect sizes. The base-
line model is much worse in comparison and hence not included. Key: gt: ground
truth, tb: tldr-bottom-up, ps: pseudo-self-attn, up: unified-pgn, ts: transf-seq2seq,
uv: unified-vae-pgn.

4.3.3 Error Analysis: Score Justifications

We manually reviewed all 2100 justifications given during the preference
scoring task, and identified the summary aspects that most frequently in-
fluenced the scores. We further categorize these reasons under the two di-
mensions of sufficiency and text quality as shown in Table 4.7. These jus-
tifications may help the participants in improving their systems, and also
aid the development of new models and evaluation methodologies. More-
over, comparing the ordering of systems in Figure Figure 4.1 and Figure 4.2,
we see that master workers could differentiate the systems reasonably well
without a guideline in the preference scoring task.

Table 4.8 shows the distribution of summary aspects for each model.
Missing context (MC) was a key concern across all models where sum-
maries failed to either capture enough details, or provide a proper reason-
ing, rendering them as partial summaries instead. This was prominent in
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the transf-seq2seq and pseudo-self-attn models, which produce shorter
summaries that either lack relevant details or are overly simplistic (OS).
However, these models generate the most coherent and readable sum-
maries with very few cases of incoherence (IC) and no repetition (RP), ob-
taining an overall positive feedback. In contrast, the tldr-bottom-up and
unified-vae-pgn models with much longer summaries preserved more in-
formation, but with issues in grammar (BG) or continuity (BC), leading to
higher numbers of incoherent summaries.

4.3.4 Results

Both transf-seq2seq and pseudo-self-attn generated the highest-quality
text, but especially the latter often lacked information; tldr-bottomup gen-
erated the most informative summaries (with acceptable text quality), fol-
lowed by transf-seq2seq. We found that, in the absence of a guideline,
master workers provided reliable judgments by identifying influential sum-
mary aspects as seen in Table 4.7. Allmodels struggledwith capturing suffi-
cient context spread throughout the posts, further aggravated by the casual
writing style. Nevertheless, we observed encouraging results in terms of
text quality. We envision that summarization will benefit from including
formalisms of importance, argumentation, and reasoning into the models,
while striking a balance between summary length and text quality.

4.4 Summary

In this chapter, we demonstrated how user-generated content can serve as a
source of large-scale summarization training data, andmined a set of 4 mil-
lion content-summary pairs from Reddit, which we make available to the
research community as theWebis-TLDR-17 corpus.12 Our filtering pipeline,
data exploration, and vertical formation allow for fine-grained control of the
data, and can be tailored to one’s own needs. Other data sources should be
amenable to mining TL;DRs, too: a cursory examination of the Common-
Crawl and Clueweb12 web crawls unearths more than 2 million pages con-
taining the pattern—though extracting clean content-summary pairs will
likely require more effort for general web content than for self-contained
social media posts.

Finally, we presented key findings from the TL;DR Challenge, a large-
scale human evaluation of summarization models on Reddit data. We
found that the models struggle with capturing sufficient context, but pro-

12https://webis.de/data/webis-tldr-17

https://webis.de/data/webis-tldr-17
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duce summaries of acceptable text quality. In particular, our human-
centered error analysis revealed that master workers can provide reliable
judgments without a guideline, and that the preference scoring task is more
difficult than the quality scoring task for assessing summary quality.
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Example - CNN/DailyMail Corpus

Article
NASA will launch Space Shuttle Endeavour on February 7, which will be the first
of five launches this year before the shuttle fleet is retired. Endeavour will blast off
from the Kennedy Space Center in Florida on a 13-day mission to the international
space station. The mission will include three spacewalks, NASA said. The shut-
tle will also deliver the final U.S. portion of the space station. This portion will
provide more room for crew members. NASA plans to retire its space shuttles
Discovery, Endeavour and Atlantis later this year. The space agency has been look-
ing for places, such as museums, to house the shuttles after they are retired. Space
Shuttle Discovery will be transferred to the Smithsonian National Air and Space
Museum in Washington. The privilege of showing off a shuttle won’t be cheap –
about $29 million, NASA said.
Highlights
- This will be first of five launches this year before the shuttle fleet is retired
- NASA is scheduled to launch Space Shuttle Endeavour on February 7.
- Shuttle will deliver final U.S. portion of the international space station
- NASA has been looking for places to house the shuttles once they are retired
Example- Webis-TLDR-17 Corpus

Post
I’m so upset at myself. My boyfriend surprised me with an amazing, fancy dinner
for our one year anniversary yesterday. I already wasn’t feeling well when he told
mewewere going to dinner butwhen I sawwhat he planned I didn’t have the heart
to tell him I wasn’t that hungry. In the end I pushed myself to eat the fixed menu
he ordered for us and the bill was over 500, I couldn’t handle it and after dessert I
ended up going to the bathroom and throwing it all up.
I can’t believe I wasted so much of his money and am so disappointed in myself
for not speaking up and simply saying I didn’t feel well. I feel like I’ve wasted the
effort he put into planning this. I also feel like I missed out on some amazing food
that we would usually never splurge for. He doesn’t know I threw it up and I just
told him I loved it because regardless of how I felt health wise I loved that he put
in so much effort to make sure I felt special. But I can’t stop stewing in my own
feelings. Help.
TL;DR
my boyfriend is amazing and bought us an expensive anniversary dinner. Threw
it all up, he doesn’t know. Feel horrible guilt and FOMO

Table 4.9: Comparison of summary styles from the CNN/DailyMail and the
Webis-TLDR-17 corpus. Emphasized text shows the extractive nature of the sum-
mary (highlights) for the news domain. The highlights are concatenated and used
as the target summary for training summarization models. In contrast, the exam-
ple from the Webis-TLDR-17 corpus exhibits higher abstraction, abbreviations and
composition of multiple facts into single phrases.
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5
Generating Conclusions for

Argumentative Texts
This chapter extends the idea of identifying summary-worthy content via
human signals to the domain of argumentative texts in online discussions.
Compared to the well-structured news editorials discussed in Chapter 3,
online persuasive discussions, such as those found on Reddit’s Change-
MyView1 or debate portals like idebate.org, present amore informal type of
argumentative text. These discussions typically commence with the author
succinctly expressing their viewpoint in a short statement, accompanied by
a more extensive explanation or background justifying their perspective.
Other users then respond to the original post, either agreeing or disagree-
ing with the initial viewpoint by presenting their own arguments. The brief
statement can be interpreted as the conclusion of the corresponding argu-
ment, as it encapsulates the target of the author’s stance.

In this chapter, we utilize these reasoning texts and conclusion pairs as a
source of training data for the new task of automatic conclusion generation
for argumentative texts. We construct a dataset and then focus on gener-
ating informative conclusions that aim to balance the trade-off between in-
formativeness and abstractiveness. To achieve this, we incorporate external
argumentative knowledge into the model, such as the discussion topic, var-
ious aspects from the provided reasoning, and the conclusion targets. We
evaluate the approaches through a detailed human-centered error analysis
to comprehend the strengths and weaknesses of the proposed models.

1https://old.reddit.com/r/changemyview/
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5.1 Identifying Author-provided Conclusions

A conclusion of an argument is a statement that conveys a stance towards a
specific target [10, 21]. Drawing conclusions is an integral part of argumen-
tation, but often various conclusions may be drawn from a set of premises.
Consider the following argumentative text on caffeine adapted from the
web:2

“Caffeine stimulates the nervous system, signaling fat cells to break down body
fat. It also increases epinephrine (adrenaline) levels, a fight-or-flight hormone
preparing the body for physical exertion. With free body fat acids as fuel, on av-
erage, 12% higher performance is attainable.”

Consider further these alternative conclusions:

1. Caffeine is good.
2. Caffeine improves physical performance.

The first conclusion conveys a pro stance towards the target, caffeine. The
second, conveys a pro stance towards caffeine, too, but it also emphasizes
a specific concept (“physical performance”). The former conclusion is
generic, only indicating the stance, while the latter is informative; a distinc-
tion also made in text summarization (Section 5.1.1).3

Argumentative texts include short arguments, such as forum posts and
reviews, as well as long-form texts, such as essays, blogs, and editorials.
Most of these typically have an intended conclusion of which the authors
seek to persuade their readers.4 While the conclusion may be already im-
plied in a given text, authors often choose not to explicitly provide one, ei-
ther for rhetorical reasons [4, 120], or to encourage critical thinking [195].
However, when browsing many argumentative texts (e.g., via a search en-
gine or on a social media timeline), having an explicit conclusion helps hu-
man readers (and by extension also machines) to quickly process the texts.

In this paper, we introduce the task of generating informative conclu-
sions for argumentative texts, and take the first steps with four key contri-
butions: (1) Adaptation of the notion of informativeness from text summa-
rization as a desired property of a conclusion besides stating a target and
the stance towards it. (2) Compilation of Webis-ConcluGen-21, a corpus

2https://www.healthline.com/nutrition/top-13-evidence-based-health-
benefits-of-coffee

3Other works on argumentation use the term specificity to express a similar idea [87, 157].
4An exception is an argumentative text dedicated to deliberation, which merely surveys

the argument landscape on a given topic without trying to influence the reader’s opinion.

https://www.healthline.com/nutrition/top-13-evidence-based-health-benefits-of-coffee
https://www.healthline.com/nutrition/top-13-evidence-based-health-benefits-of-coffee
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of 136,996 pairs of argumentative texts and associated conclusions, creat-
ing the first large-scale ground truth for conclusion generation. (3) Model-
ing conclusion generation as an end-to-end task by finetuning a pretrained
sequence-to-sequence model, and augmenting the corpus with three types
of argumentative knowledge: topic, target, and aspect. (4) Extensive quan-
titative and qualitative (crowdsourced) evaluation of both the quality of
our dataset and the effectiveness of two paradigms for conclusion genera-
tion, namely extractive and abstractive approaches.

We present three key findings: (a) Finetuning pretrained languagemod-
els on our dataset shows strong in-domain performance compared to the
extractive approach. (b) Qualitative evaluation shows that the extractive
approach generates more informative conclusions, demonstrating a trade-
off between conciseness and informativeness. (c) Encoding argumentative
knowledge guides the finetuning towards generating argumentative sen-
tences; however, more sophisticated encoding techniques than just using
the conventional control codes are needed to generate informative conclu-
sions.

Related Work

Our work complements and builds on that of Alshomary et al. [10],
who introduced a conceptual model for conclusion generation, outlining
a three-step process: inferring the conclusion’s target from the argument’s
premises, inferring the author’s stance towards this target, and generating
the conclusion based on these two pieces of information. But Alshomary
et al. focused only on the first step of target inference, whereas we model
conclusion generation as an end-to-end task.

Conclusion generation can be viewed as a complementary task to sum-
marizing argumentative texts. Previous approaches to the summarization
of such texts have been primarily extractive. Egan et al. [90] proposed sum-
marizing online discussions via “point” extraction, where a point is a verb
and its syntactic arguments. Similarly, Bar-Haim et al. [22] compiled the
ArgKP corpus (which we also sample from in Section 5.1.2) comprised of
arguments for a given topic mapped to key points, composing a summary
from a large collection of relevant arguments. Wang and Ling [325] pro-
posed a data-driven approach using sequence-to-sequencemodels [18, 283]
for summarizing movie reviews and debate portal arguments from ide-
bate.org. Several argument mining approaches have also been applied to
identify the main claim from arguments [75, 229]. Recently, Alshomary
et al. [9] proposed a graph-basedmodel using PageRank [222] that extracts
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the argument’s conclusion and the main supporting reason as an extractive
snippet. This model is the core of our extractive summarization approach
(Section 5.2).

A key difference between conclusion generation and general text summa-
rization is the constraint that a conclusion must have a clear stance towards
a certain topic. A similar constraint applies to high-quality summaries of
long-form argumentative texts such as editorials as described in Chapter 3,
where the persuasiveness of the editorial should be preserved alongside its
thesis. Therefore, existing summarization corpora (although large-scale)
are unsuitable for studying conclusion generation. A majority of them con-
tain only non-argumentative texts (e.g., news reports) which are more suit-
able to general-purpose summarization [167]. Moreover, intrinsic evalua-
tion of summarization corpora has revealed a lower-quality and/or incon-
sistent ground truth, rendering them partially unfit for their intended pur-
pose [36]. To fill this gap, we compile Webis-ConcluGen-21, a large-scale
corpus of argumentative texts and their conclusions on diverse topics.

Pre-trained language models have significantly advanced the state-of-
the-art in neural text summarization [140, 180, 255, 338]. However, they
have been applied to the domain of argumentation only recently, specifi-
cally for argument generation. Gretz et al. [116] proposed a pipeline based
on GPT-2 [244] for generating coherent claims for a given debate topic.
A more controlled approach for argument generation was developed by
Schiller et al. [264], which performs argument generation with fine-grained
control of topic, aspect (core reasoning), and stance.

Conclusion generation can be viewed as supplementing argument gen-
eration. Ideally, given a conclusion, an argument can be generated con-
strained by the conclusion’s target and stance. To the best of our knowledge,
studies investigating pretrained languagemodels for end-to-end conclusion
generation do not exist. Besides providing a suitable corpus, we analyze
the impact of encoding argumentative knowledge in pretrained language
models and assess the popular method of control codes [50, 160] for encod-
ing the knowledge in our dataset. Furthermore, our qualitative evaluation
highlights three key errors (Section 5.3) arising in the generated outputs
that disqualify them as conclusions.

5.1.1 On Informative Conclusions

In the literature, the conclusion of an argument is the statement that depicts
a particular stance towards a certain concept, the target [10, 321]. Such a
statement is also referred to as the claim of the argument [75, 300]. For a
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long-form argumentative text with multiple claims, the conclusion is the
main claim that conveys the overall stance towards the subject matter un-
der discussion. The main claim is also known as thesis, or central claim in
different genres [49, 227, 278, 305].

The quality of the conclusion of an argumentative text can be assessed
in terms of several dimensions, including strength, clarity, and speci-
ficity [157]. Here, a strong connection between argumentation and text
summarization can be observed, where the dimension corresponding to
specificity is called informativeness. Text summarization distinguishes be-
tween indicative and informative summaries. An indicative summary only
hints at the principal subject matter of a document to help decide whether
to read it [136, 153]. An informative summary, on the other hand, covers
the main information in the source document, ideally serving as its surro-
gate [197].

The conceptual connection between argumentation and summarization
could be described as follows: the informativeness of a conclusion is closely
connected to the specificity dimension, in the sense that an informative con-
clusion must be specific to allow for a better understanding of an argumen-
tative text’s gist. Seeing that “specificity” and “informativeness” may be
used interchangeably, we opted for the latter and the term “informative con-
clusion” here, to underline the connection.

In contrast to indicative conclusions, which broadly convey (implicitly or
explicitly) the stance towards a topic (e.g., “Caffeine is good.”), informative
conclusions also discuss specific concepts from (or implied by) the argu-
mentative text (e.g., “Caffeine improves physical performance.”). Concepts
of the argumentative text exemplified in Section 6.1 may refer to the topic
(e.g., “Is coffee beneficial?”), the target of the conclusion (e.g., “caffeine”),
or a specific aspect (e.g.,“energy levels”).

5.1.2 The Webis-ConcluGen-21 Corpus

This section details the construction of the Webis Conclusion Generation
Corpus 2021 (Webis-ConcluGen-21), a corpus of 136,996 pairs of argumen-
tative texts and conclusions covering diverse topics. The corpus is derived
from two reliable sources, where the conclusions of argumentative texts are
explicitly identifiable: Reddit’s ChangeMyView forum and debate corpora.

Data Source: Reddit’s ChangeMyView

ChangeMyView (CMV) is an online forum for persuasive discussions that
start with a user who presents a view and asks others to challenge it. The



84 5.1 Identifying Author-provided Conclusions

Type Description %

Extractive Conclusion is present verbatim in the argumentative text. 12.8
Paraphrase Conclusion is synonymous to, or a fusion of a part of the

argumentative text.
24.1

Abstractive Conclusion is inferred from the argumentative text. 57.8
No conclusion Conclusion cannot be derived from the argumentative text. 5.3

Table 5.1: Different types of conclusions in 200 CMV samples, and their relative
proportion.

forum’s rules strictly enforce that (1) users’ posts must contain sufficient
reasoning, (2) posts must take a stance (and not be neutral), and (3) the
title of a post must sufficiently sum up an author’s view (as a statement and
not a question).5 Given these constraints, the original post of a discussion
can be operationalized as an argumentative text, and the corresponding ti-
tle as its (intended) conclusion. Starting from the Reddit crawls provided
by Baumgartner et al. [24], we compiled 61,695 such pairs by processing all
CMVdiscussions up until August 2019. The included posts are thosewhose
argumentative text was longer than ten words, the conclusion longer than
two words, and the title includes the “CMV” tag.6 An average argumenta-
tive text is 312 words long and a conclusion 15 words.

To better understand the relation of the conclusions to their respective ar-
gumentative texts, and the expected difficulty of generating them, we ana-
lyzed a sample of 200 pairs manually.7 Table 5.1 shows the proportion of ex-
tractive, paraphrased, and abstractive conclusions in our sample, where the
former only need to be extracted, and the latter demand actual text synthe-
sis. Paraphrases share aspects of both, though arguably, extracting the para-
phrased part would suffice. Altogether, CMVprovides for 94.7% valid pairs
of argumentative texts and conclusions at sufficiently low noise (5.3%).
The amount of non-trivial conclusions (abstractive + paraphrase) are suffi-
ciently challenging, as found in our qualitative evaluation (Section 5.3).

5https://old.reddit.com/r/changemyview/wiki/rules
6These heuristics reflect manual inspections, and the fact that we did not wish to compile

a representative sample of ChangeMyView’s discussions, but a purposeful selection of high-
quality pairs of argumentative texts and their conclusions: In light of this, the lower bounds
are still quite inclusive with respect to extremely short samples.

7These examples were taken from the Dec-2019 Reddit submissions to ensure a truly-
hidden sample as BARTwas originally trained on theOpenWebText dataset containing sam-
ples from Reddit [180, 244].

https://old.reddit.com/r/changemyview/wiki/rules
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5.1.3 Data Source: Debate Corpora

Online debate portals facilitate semi-structured debates on controversial
topics, where pro and con arguments or argumentative texts are collected.
Conclusions are clearly stated even for individual arguments. Given their
high-quality curation, debate portals constitute the majority of argument
corpora. We utilized the following existing corpora:
Kialo. is a debate platform that enables “visual reasoning” in complex de-
bates via a tree-based structure [57]. A key advantage here is the role of
moderators in curating accepted arguments, rendering it a rich resource
[87]. As debates progress, the arguments are reorganized into multiple hi-
erarchies, each with a conclusion at its root.8 We compiled this corpus from
scratch in accordance with the website’s terms and conditions. In 1,640 En-
glish discussions, at each level of the discussion tree, all pro argumentswere
matched to the corresponding root conclusion, obtaining a total of 82,728
examples.
Args.me. is a search engine [316] indexing the Args.me Corpus [2], com-
prised of argumentative texts, their conclusions and their stance from
four debate portals: debatewise.org, idebate.org, debatepedia.org, and
debate.org. We used the “cleaned” version of this corpus containing
387,606 samples and applied further post-processing. On manual inspec-
tion, we observed that a number of examples from debate.org contained
spam, sarcasm, or ad hominem attacks, or they were not self-contained due
to references to previous turns. To avoid noise, we excluded all examples
from this portal. Next, we removed arguments with con stance towards a
conclusion.9 This is due to the fact that considering these examples for train-
ing would first require negating their conclusions to reflect the con stance.
We leave such automatic claim negation [32] for future work. Finally, to
favor informative conclusions, we excluded arguments whose conclusion
was the same as the discussion topic (which is generally indicative). This
heavy filtering resulted in a total of 23,448 argument-conclusion pairs.
ArgsKP. is a corpus of arguments and a set of key points written by domain
experts on 28 topics [22]. For each topic, the corpus contains multiple ar-
guments which have been mapped via crowdsourcing to their respective
key points. From this corpus, we obtained 2,341 pairs; again, only pro ar-
guments and those that have been mapped to a specific key point, the con-
clusion.

8For an example, see: https://www.kialo.com/pro-life-vs-pro-choice-should-
abortion-be-legal-5637

9This does not exclude conclusions that are already negations.

debatewise.org
idebate.org
debatepedia.org
debate.org
debate.org
https://www.kialo.com/pro-life-vs-pro-choice-should-abortion-be-legal-5637
https://www.kialo.com/pro-life-vs-pro-choice-should-abortion-be-legal-5637
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Postprocessing.. The structure of debate portals allows for multiple argu-
ments to be mapped to a single conclusion. This happens when different
users independently contribute pro and con arguments, which is accept-
able, since the same conclusion can be drawn fromdifferent argumentswith
different frames [1]. Apart from the ones filtered in preprocessing the de-
bates corpora, we preserved duplicate conclusions across debates as their
arguments are still unique. Similar to CMV, the included argumentative
texts were those whose length exceeded ten words. Also, argumentative
texts shorter than their conclusionwere excluded. This removedmany pairs
from the Kialo discussions. Altogether, we retained 75,301 usable examples
from all three corpora.

5.1.4 Corpus Statistics

The argumentative texts are on average longer in CMV (312 words) com-
pared to those in debates (44.5 words). A reason is that, on debate portals,
each argumentative text seems to be a self-contained argument. CMVposts,
by comparison, often contain multiple arguments and/or preface the actual
argument with additional background. However, the corresponding con-
clusions are of similar length (15words for CMV and 18.4words for debates
on average, about the length of an average English sentence). For both data
sources, we measured the percentage of words in a conclusion that do not
occur in the argumentative text as a measure of “novelty” [209]. For CMV,
the average novelty is 33.2%, and for debates, the novelty is 81.6%, which is
due to the fact that multiple arguments have been mapped to a single con-
clusion, and that arguments supporting (or attacking) a conclusion during
an ongoing discussion are usually not directly derived from it.

5.2 Enhancing Pretrained Models with External Knowledge

Given the mixture of conclusion types shown in Table 5.1, we approach
the generation of informative conclusions according to two paradigms, one
extractive approach combined with paraphrasing, and one abstractive ap-
proach combined with state-of-the-art argument mining technology.

5.2.1 Paraphrased Conclusion Generation

Paraphrased conclusions are fundamentally extractive in nature, where an
extracted sentence is reformulated to improve it. To extract conclusions,
we employ the graph-based approach of Alshomary et al. [9], originally
designed to generate snippets for argument search results. Given an ar-
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gument, a snippet is generated as follows: (1) related arguments are re-
trieved as context, (2) all argument’s sentences and those from the retrieved
ones are embedded, (3) the PageRank of the sentences is computed, and
lastly (4) the argument’s two top-ranked sentences are returned. Under-
lying this approach is the hypothesis that an extractive snippet for an ar-
gument should comprise its conclusion and its most important supporting
premise. Sentences are thus scored regarding their centrality in context of
other arguments and their argumentativeness.

Our goal is to generate a single conclusion statement, thus we consider
only the top-ranked sentence as the conclusion from the approach of Al-
shomary et al. [9]. This sentence is automatically paraphrased using PE-
GASUS [339], finetuned on the Google PAWS dataset [343].10 For instance,
consider the top-ranked sentence from a post questioning the use of hor-
mone blockers on transgender kids:11

“I don’t see it as anything different, and I think it is scandalous to permanently
change a child’s entire life on a whim rather than treating their mental health.”

After paraphrasing, it reads as follows:
“I think it’s scandalous to change a child’s life on a whim, rather than treating

their mental health, and I don’t see it as anything different.”

The paraphraser primarily rearranges the sentence; and shared phrases
with the original are typical in the paraphrased sentences we reviewed.
This approach, called Arg-PageRank, represents an advanced extractive
paradigm.

5.2.2 Abstractive Conclusion Generation

Abstractive conclusions can be formulated freely, provided they capture the
main pieces of information required for an informative conclusion: topic,
targets, stance, and aspects. In this regard, our approach is three-fold (see
Figure 5.1): (1) Automatic extraction of the aforementioned pieces of in-
formation from a given argumentative text; (2) augmentation of the train-
ing examples in Webis-ConcluGen-21 using control codes, and (3) domain
transfer of a pretrained abstractive news summarization model via finetun-
ing on the augmented corpus.

Argumentative Knowledge Extraction: This step details our respective ap-
proaches at providing the prerequisite pieces of information to formulate an

10https://huggingface.co/tuner007/pegasus_paraphrase
11https://old.reddit.com/r/changemyview/comments/e97sir/cmv_giving_

children_puberty_blockers_to_allow/

https://huggingface.co/tuner007/pegasus_paraphrase
https://old.reddit.com/r/changemyview/comments/e97sir/cmv_giving_children_puberty_blockers_to_allow/
https://old.reddit.com/r/changemyview/comments/e97sir/cmv_giving_children_puberty_blockers_to_allow/
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OutputFinetuningKnowledge Encoding

Topic, argument

Argument

dbart-AspectsArgumentative Text

Knowledge Extraction

Topic, argument, targets

Topic, argument, aspects

dbart-Targets

dbart-Topic

dbart

Input

Topic

Targets

Aspects

Conclusions

Webis-ConcluGen-21

Figure 5.1: The three steps of our approach to abstractive conclusion generation:
For all examples in the Webis-ConcluGen-21 corpus (1) different pieces of argu-
ment knowledge are extracted namely the discussion topic, possible conclusion
targets, and covered aspects, (2) this knowledge is encoded using control codes,
and (3) knowledge-specific variations are finetuned of the distilled BART model
to generate informative conclusions.

informative conclusion, namely topic, targets, and aspects. Table 5.2 shows
an example.

Topic: An argumentative text’s topic is a description of what it is about.
For argumentative texts from debates, we use the associated debate title as
the topic. For CMV posts, their titles are also their conclusions; here, topic
information is considered missing (denoted as ‘NA’ token).

Targets: The target of a conclusion is typically a controversial concept or
statement [21]. For an argumentative text, though, an overlap with its topic
is possible, different targets can also be found in its premises. Moreover,
when not explicitly stated, the targets of a conclusion can be inferred from
either the targets of premises, or external knowledge bases. A set of pos-
sible targets for every argumentative text in the corpus are automatically
identified using the target identification model of Alshomary et al. [10].

Aspects: Text spans that contribute to the core reasoning of an argument
are called its aspects [264]. Aspects can be viewed as subtopics related to the
main topic of an argumentative text, encoding a stance. Including aspects
into a conclusion can render it more specific and, thus, informative. We
identify aspects for all samples in the corpus, using the model of Schiller
et al. This model trains a BERT-based [83] ranker on a corpus containing
5,032 high-quality argumentative sentences that are manually labeled with
aspects at the token level.

Stance is excluded as an explicit input to ourmodels. For CMV, by design,
a post supports its title. For debate portals, only argumentative texts with
pro stance towards their conclusion have been considered. Nevertheless,
argumentative texts and their conclusions in our corpus may, implicitly or
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Argument Feminism as a ’linguistic term’ often misses clarity, universal
definition and regularly incorporates opposite goals at the same
time in regard to key feminist issues as gender equality, gender-
neutrality, non-binary and gender-related rights. The linguistic
term thereby clouds public debate and hampers the setting of clear
social and political goals in society.

Conclusion Feminism is an umbrella of ideologies first and foremost, and con-
sequently, it muddies the discussion of gender equality with its
ideological baggage.

Topic Is Feminism a Force For Good?
Aspects clouds, gender equality, non-binary, opposite goals, public debate,

gender-related rights, clarity, gender-neutrality, social and politi-
cal goals, universal definition

Targets The linguistic term, Feminism as a ’ linguistic term’

Encoded
Input

<|TOPIC|>Is Feminism a Force For Good?<|ARGUMENT|>Feminism
as a ’linguistic term’ often misses clarity, universal definition and
regularly incorporates opposite goals at the same time in regard
to key feminist issues as gender equality, gender-neutrality, non-
binary and gender-related rights. The linguistic term thereby
clouds public debate and hampers the setting of clear social and
political goals in society.<|TARGETS|> The linguistic term, Femi-
nism as a ’ linguistic term<|CONCLUSION|>

Table 5.2: Example argument-conclusion pair along with topic, targets, and as-
pects. The last row shows the input format for finetuning models on specific types
of encoded external knowledge (here, on conclusion targets).

explicitly, express their own stance towards implicit or explicit targets. Im-
plicit stance can be encoded via the aspects.
Argumentative Knowledge Encoding.. The extracted pieces of knowledge
are encoded into a training example with control codes using special
tokens Cachola et al. [50]: <|TOPIC|>, <|ARGUMENT|>, <|ASPECTS|>,
<|TARGETS|>, and <|CONCLUSION|>. Table 5.2 shows a corresponding ex-
ample input sequence encoding the topic and the conclusion targets. To ex-
amine the impact of individual knowledge types, we create three versions of
Webis-ConcluGen-21: topic-encoded, aspect-encoded, and target-encoded. Pre-
suming the availability of a topic in nearly all real-world applications, it is
also encoded in the latter two versions. Since aspects and targets overlap
in 38.3% of the case in the corpus, they are independently encoded.
Finetuning.. As conclusion generation is closely related to abstractive text
summarization, we picked BART [173], a pretrained state-of-the-art sum-
marizationmodel, for finetuning on the three augmented versions ofWebis-
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Model Data #Train #Valid

dbart-XSum XSum 204,045 n/a
dbart-CMV CMV 55,768 5,577
dbart-Debates Debates 67,770 6,777
dbart All 123,538 12,354
dbart-Topic All+topic 123,538 12,354
dbart-Aspects All+topic+aspects 122,040 12,192
dbart-Targets All+topic+targets 110,867 11,068
Arg-PageRank none, unsupervised model

Table 5.3: Corpus splits for all six variants. ‘All’ refers to the entire Webis-
ConcluGen-21 corpus. Models were automatically evaluated on a test set of
1,000 examples, and qualitatively on 300 examples (Section 5.3).

ConcluGen-21. However, BART has approximately 10% more parameters
than BERT, which makes it resource-intensive for finetuning. To account
for this, we used the distilled checkpoint derived using the “shrink-and-
finetune” approach of Shleifer and Rush [276], where large sequence-to-
sequence models are compressed by extracting “distilled student models”
[260] froma teachermodel (here, BART).Weused distilled BARTfinetuned
on the XSum corpus [209] (dbart-XSum) provided by the Transformers li-
brary [330],12 since the average length of our ground truth conclusions is
similar to the summaries in XSum. Additionally, we also added our control
codes as special tokens to the BART tokenizer during finetuning in order
to avoid splitting them into sub-word tokens while processing the encoded
sequences.

We first applied dbart-XSum on the held-out test set of 200 examples an-
alyzed for Table 5.1 to evaluate the domain transfer from news reports to
argumentative texts. On manual evaluation, 79.1% of the outputs were in-
valid conclusions, primarily due to being non-argumentative (Section 5.3).
This demonstrates that existing summarizationmodels are ineffectivewhen
applied on argumentative texts and must be trained on task-specific data.

5.2.3 Training Details

Wecompiled six variations of the corpus (with andwithout encoded knowl-
edge) for finetuning the The dbart-XSum model with 306M parameters.12
Table 5.3 shows the training and validation splits for each model vari-
ant and the corresponding data subsets, and Table 5.4 shows the cho-
sen hyperparameters. The standard finetuning regimen was employed

12https://huggingface.co/sshleifer/distilbart-xsum-12-6

https://huggingface.co/sshleifer/distilbart-xsum-12-6
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Parameter Value

max_target_length 100
warmup_steps 500
eval_steps 500
attention_dropout 0.1
label_smoothing 0.1
sampling sortish_sampler
seed 5153
num_beams 6
length_penalty 0.5
gradient_accumulation_steps 1
lr_scheduler linear

Table 5.4: Hyperparameters for finetuning BART.
from the Transformers library13 to train each model on a V100 GPU for
6 epochs with batch size 1, dropout rate 0.1, adafactor optimizer, learning
rate of 3e-5, and beam search for inference. For dbart-<CMV|Debates|All>
the maximum source sequence length was set to 512 tokens, while for
dbart-<Topic|Aspects|Targets>we increased it to 750 tokens to account for
the appended knowledge in the input sequence. On a single V100 GPU, the
runtime varies between 3 to 5 days per model, depending on their corre-
sponding training splits.

5.3 Evaluating Informative Conclusion Generation

Our models are evaluated via both: (1) An automatic evaluation on a large
test set using standard metrics, and (2) a manual evaluation on a smaller
test set via crowdsourcing.

5.3.1 Automatic Evaluation

On a test set of 1,000 examples with known ground truth (500 each from
CMV and from the debate corpora), we computed ROUGE [176]14 and
BERTScore [341]15 for all models. Table 5.5 shows that dbart-XSum performs
poorly on argumentative texts. Inspecting the reasons for this shortcoming,
we found several outputs of the model to be either neutral sentences (de-
spite having the right target), or hallucinationswith artifacts from theXSum
corpus (e.g., “In our series of letters from African journalists [. . .]” or “This
week I’ve been writing about [. . .]”). Among the finetuned models, dbart,

13https://github.com/huggingface/transformers/tree/master/examples/legacy/
seq2seq

14https://github.com/pltrdy/rouge
15https://github.com/Tiiiger/bert_score

https://github.com/huggingface/transformers/tree/master/examples/legacy/seq2seq
https://github.com/huggingface/transformers/tree/master/examples/legacy/seq2seq
https://github.com/pltrdy/rouge
https://github.com/Tiiiger/bert_score
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Model BERTScore (F1) Rou.-1 Rou.-2 Rou.-L

dbart-XSum 0.21 15.28 3.10 13.31
dbart-CMV 0.32 20.35 7.11 18.80
dbart-Debates 0.23 15.38 4.85 14.22
dbart 0.39 31.73 19.48 30.87
dbart-Topic 0.34 23.74 9.56 22.14
dbart-Aspects 0.33 23.47 9.46 22.01
dbart-Targets 0.34 23.80 9.63 22.25
Arg-PageRank 0.20 15.35 3.20 13.37

Table 5.5: Automatic evaluation of models on the internal test set consisting of
1,000 pairs (500 each fromCMVandDebates). BERTScore is the re-scaled F1 score;
in addition, average Rouge-1, -2, and -L are reported.
trained on the entire corpuswithout any encoded knowledge, performs best
across all metrics. The knowledge-encodedmodels exert a drop in effective-
ness, but still outperformmodels trained on the sub-datasets dbart-CMV and
dbart-Debates.

All finetuned models generate concise outputs of similar lengths (aver-
age 12 words), while Arg-PageRank extracts longer spans (25 words). Out-
puts of the knowledge-encoded models are somewhat similar to each other
(average pairwise Jaccard similarity of 0.43), compared to those from dbart
(0.27 with any knowledge-encoded model).

5.3.2 Manual Evaluation

Given the results of the automatic evaluation, only the models trained on
the entire corpus were manually evaluated against our baseline approach
Arg-PageRank. A test set of 300 examples was employed, 100 each from de-
bates and CMV posts, plus 100 comments to CMV posts. The latter include
only comments with at least 100 words and exclude non-argumentative
ones as per automatic claim-detection [56]. This part of the test set corre-
sponds to an unsupervised evaluation of the conclusions, since no ground
truth for the comments is available.

Two expert writers, both native English speakers, were hired via Upwork.
com.16 For every given argumentative text in the test set, all candidate con-
clusions generated by the different models were shown to the annotators
in random order, and without revealing the respective model’s name. As-
sessment was cast as a series of binary decisions: first, whether a given can-
didate is a conclusion, and if yes, whether it is fluent, and whether it is
informative. To simplify judging informativeness, we only asked if the con-
clusion was too generic. For each candidate judged not to be a conclusion,

16An hourly rate of about 30 USD was paid.

Upwork.com
Upwork.com
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Model Concl. Inform. Error Types

Wrong Target Wrong Stance Non-argumentative

CMV Posts
dbart 36% 4% 56% 22% 22%
dbart-Topic 28% 0% 59% 23% 18%
dbart-Aspects 33% 6% 69% 23% 8%
dbart-Targets 27% 4% 69% 23% 8%
Arg-PageRank 11% 7% 0% 0% 100%
Debates
dbart 14% 6% 65% 9% 26%
dbart-Topic 14% 3% 76% 12% 12%
dbart-Aspects 7% 2% 77% 13% 10%
dbart-Targets 11% 2% 71% 17% 12%
Arg-PageRank 10% 6% 7% 0% 93%
Comments
dbart 12% 2% 52% 18% 30%
dbart-Topic 6% 2% 58% 24% 18%
dbart-Aspects 7% 3% 52% 33% 15%
dbart-Targets 8% 3% 55% 35% 10%
Arg-PageRank 17% 9% 5% 5% 90%

Table 5.6: Full agreement percentages of two annotators on 300 examples, grouped
by the example type (posts, debates, comments). The first column is the % of valid
conclusions, the second the % of informative conclusions, followed by the % dis-
tribution of error types (lower is better) of a model. On average, all models were
judged to be fluent for 97% of the conclusions.

we asked whether it either has the (1) wrong target, conveys the (2) wrong
stance, or whether it is (3) non-argumentative.

Table 5.6 shows the percentage of cases onwhich both annotators agreed.
For CMV and debates, finetuning outperforms Arg-PageRank at generating
conclusions that convince the experts: dbart performs best on CMV (36%),
and dbart and dbart-Topic on debates (14%).

Comments appear to be a particularly difficult type of test cases. This is
because comments to the first post may not be self-contained but refer back
to the post, they may have a mixed stance (supporting only part of the post
while opposing the rest), and they may introduce new targets and aspects
(different concepts)—based on our inspection of the comments. In such
cases, extracting the conclusion from the comment (and paraphrasing it)
using Arg-PageRank performs best (17%).
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Encoding knowledge slightly impacts the effectiveness. Across all ex-
ample types, knowledge-encoded models perform equally well, sometimes
worse, sometimes better than dbart. Encoding topic with aspects or targets
performs better on posts and comments.

As for informativeness, dbart-Aspects generates a higher number of infor-
mative conclusions for posts, while dbart does best in debates, among the
finetuned models. In all domains, Arg-PageRank performs similar to or bet-
ter than all approaches due to extracting claims that are twice as long on
average (24 words) compared to the finetuned models (12 words), hence
capturing more information.

Inspecting the various error types, we observed that encoding argumen-
tative knowledge increases the number of argumentative candidate con-
clusions, validating its positive impact. All knowledge-encoded models
have fewer non-argumentative errors compared to dbart. However, this af-
fects target inference; the knowledge-encodedmodels generatemorewrong
targets. The mixed stance of comments (supporting part of the original
post, while opposing the rest) leads to a higher number of stance errors
for dbart-Aspects and dbart-Targets. Finally, for Arg-PageRank, almost all
errors were non-argumentative sentences.

5.3.3 Discussion

Our qualitative evaluation indicates that generating informative conclu-
sions is challenging, and that our data is well-suited for the task, due to
a mix of conclusion types (Table 5.1), and diverse data sources. Leverag-
ing external knowledge, though a promising feature for guiding finetuning,
may benefit from better encoding strategies compared to the conventional
method of using control codes in text. However, given that the identified
knowledge is extractive and that we encoded multiple aspects and targets
per example in contrast to related controlled text generation approaches
[50, 116, 160, 264], further investigationswith importance sampling of argu-
mentative knowledge are advised. Ideally, such samplingwould be tailored
to a specific domain or target audience.

Likewise, regarding the informativeness of the generated conclusions, a
trade-off between conciseness and specificity must be decided. Our exper-
iments suggest that long extractive conclusions capture more information
compared to the more concise (and fluent) abstractive one of the finetuned
models, rendering them preferable to the annotators when sufficient back-
ground is missing. Finally, for comments, modeling the argumentative con-
text supplemented by explicit stance identification is necessary to generate
valid conclusions.
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5.4 Summary

In this chapter, we introduced the notion of an informative conclusion in
the context of computational argumentation as well as text summarization.
Informative conclusions are to argumentation what brief summaries are to
text: they concisely convey its main points while expressing a stance to-
wards a certain target. We laid the foundation for studying the conclusions
of argumentative texts, compiling the Webis-ConcluGen-21 corpus, com-
prising 136,996 pairs of argumentative texts and corresponding conclusions.

Conclusions are diverse and typically depart significantly from the argu-
mentative text they are derived from, paraphrasing it, and more than half
the time abstracting over it. Authors typically tailor their conclusions to the
occasion; and in many cases, they are not necessarily made explicit. This is
where we contribute by tackling the task of generating an informative con-
clusion. The twomain paradigmswe study—paraphrased (incl. extractive)
vs. abstractive conclusion generation—compete closely with each other.
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6
Frame-Oriented Summarization of

Argumentative Discussions
This chapter advances from summarizing individual argumentative texts
to entire discussions with multiple participants and up to hundreds of ar-
guments. However, in contrast to generating a single summary for the en-
tire discussion, we propose a novel paradigm of frame-oriented summariza-
tion, where argumentation frames are employed as anchor points to group
the discussions’ arguments. A summary is then compiled for each frame
in an extractive fashion. This enables the reader to choose from multiple
summaries that best fit their information need. We first describe our ap-
proach to frame assignment, followed bymethods for re-ranking arguments
of a frame based on their relevance to the discussion topic and informative-
ness. We then describe the dataset on which our approach was evaluated,
the various retrieval models with their respective parameters, and the con-
tent features that we used in our experiments. Also described is the super-
vised baseline for frame assignment thatwe implemented to assignmultiple
frames to each argument. Finally, we present the results of our experiments
and discuss the implications of our findings.

6.1 Importance of Summaries for Argumentative Discussions

Web-based forums like Reddit facilitate discussions on all kinds of topics.
Given the size and scope of some communities (known as “Subreddits”),
multiple individuals regularly participate in the discussions of timely con-

97
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Figure 6.1: The proposed modular approach to frame-oriented discussion sum-
marization: 1. Frame assignment assigns arguments to frames ensuring frame rele-
vance. 2. Argument re-ranking ensures topic relevance of a frame’s arguments (here,
themorality frame is exemplified). 3. Post-processing fuses the re-ranked arguments
with an informativeness ranking. The top-k arguments are then taken as an extrac-
tive summary of the discussion.

troversial topics, such as on ChangeMyView.1 Notably, the volume of argu-
ments tends to grow substantially in a tree-like response structure wherein
each branch forms a concurrent discussion thread. These threads develop in
parallel as different perspectives are introduced by the participants. After a
discussion subsides, the resulting collection of threads and their arguments
often represents a comprehensive overview of the most pertinent perspec-
tives (henceforth, referred to as frames) put forth by the participants.

Frames help shape one’s understanding of the topic and deliberating
one’s own stance [63, 94]. However, in large discussions, prominent argu-
ments as well as the various frames covered may be distributed in arbitrary
(and often implicit) ways across the various threads. This makes it chal-
lenging for participants to easily identify and contribute arguments to the
discussion. Large online forums like Reddit typically provide features that
enable the reorganization of posts, for example, based on their popularity,
time of creation, or in a question–answer format. A popularity-based rank-
ingmay seembeneficial, but Kano et al. [154] discovered that an argument’s
popularity is not well correlated with its informativeness. Furthermore, a
popularity-based ranking does not cover the breadth of frames of a discus-
sion, as we will show in this paper (Section 6.3.3).

1(CMV) https://old.reddit.com/r/changemyview/

https://old.reddit.com/r/changemyview/
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In this paper, we cast discussion summarization as a ranking taskwith an
emphasis on framediversity, thereby introducing a newparadigm todiscus-
sion summarization in the form of multiple summaries per discussion (one
per frame). Previous research has focused on creating a single summary per
discussion instead. As illustrated in Figure 6.1, we first assign arguments to
one or more frames. Next, we re-rank arguments in a frame according to
their topic relevance. Additionally, we also rank them based on their infor-
mativeness via post-processing. Finally, we fuse these rankings to create the
final ranking from which the top-k candidates can be used as an extractive
summary of the discussion centered around a specific frame.

In our experiments, we explore various state-of-the-art methods to real-
ize the three steps of our approach. Our results suggest that: (1) Utiliz-
ing retrieval models together with query variants is an effective method for
frame assignment, reducing the reliance on large labeled datasets. Here,
our approach outperforms a state-of-the-art supervised baseline. (2) Re-
ranking arguments of a frame based on content overlap with the discussion
topic is more effective than retrieval-based approaches for ensuring the rel-
evance of the frame’s arguments to the topic. (3) Post-processing the ar-
gument rankings based solely on content features is insufficient to signal
informativeness.

In summary, our contributions include: (1) A fully unsupervised frame
assignment approach that assigns one or more frame labels to every argu-
ment within a discussion (Section 6.3.1). (2) An argument retrieval ap-
proach that ranks frame-specific arguments based on their topic relevance
and informativeness (Section 6.3.2). (3) A dataset consisting of 1871 argu-
ments sourced from 100ChangeMyViewdiscussions, where each argument
has been judged in terms of frame relevance, topic relevance, and informa-
tiveness (Section 6.3.3) which forms the basis for an extensive comparative
evaluation (Section 6.4).2

Related Work

Previous approaches to summarizing discussions can be broadly classified
into two categories: discussion unit extraction and discussion unit grouping.
We survey the literature on discussion summarization according to these
two categories, followed by the literature on argument framing.

2Code and data: https://github.com/webis-de/SIGDIAL-23

https://github.com/webis-de/SIGDIAL-23
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6.1.1 Discussion Unit Extraction

Extraction-based approaches use either heuristics or supervised learning
to identify important units, such as key phrases, sentences, or arguments
within a discussion, then presented as the summary.

Tigelaar et al. [297] identified several features for identifying key sen-
tences from the discussion, such as the use of explicit author names to de-
tect the response-tree structure, quoted sentences from the preceding ar-
guments, and author-specific features such as participation and talkativ-
ity. They found that, while these features can be helpful, summarizing dis-
cussions primarily involves balancing coherence and coverage in the sum-
maries. Ren et al. [251] developed a hierarchical Bayesian model trained on
labeled data to track the various topics within a discussion and a random
walk algorithm to greedily select the most representative sentences for the
summary. Ranade et al. [247] extracted relevant and sentiment-rich sen-
tences from debates, using lexical features to create indicative summaries.
Bhatia et al. [30] leveraged manually annotated dialogue acts to extract key
posts as a concise summary of discussions on question-answering forums
(Ubuntu, TripAdvisor). This dataset was further extended with more an-
notations by Tarnpradab et al. [293] who proposed a hierarchical attention
network for extractive summarization of forum discussions. Egan et al. [90]
extracted key content from discussions via “point” extraction derived from
a dependency parse graph structure, where a point is a verb together with
its syntactic arguments.

Closely related to the domain we consider, Kano et al. [154, 155] stud-
ied the summarization of non-argumentative discussions on Reddit. They
found that using the karma scores of posts was not correlated with their in-
formativeness and that combining both local and global context features for
comments was the most effective way to identify informative ones. There-
fore, we do not rely on karma scores in our post-processing module (Sec-
tion 6.3.3) and instead extract several content features for computing infor-
mativeness.

The outlined approaches all create a single summary for the entire dis-
cussion via end-to-endmodels. In contrast, wemodel the extraction of infor-
mative arguments organized by frames, thus enabling diverse summaries
for a discussion. Furthermore, our experimentswith unsupervised retrieval
models for frame assignment (Section 6.3.3) enable us to assess the need to
create labeled datasets beforehand to develop strong frame-oriented sum-
marization models tailored to discussions.
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6.1.2 Discussion Unit Grouping

Grouping-based approaches first categorize a discussion’s units into explicit
(or implicit) classes, such as queries, aspects, topics, dialogue acts, argu-
ment facets, or expert-labeled keypoints, and then generate individual sum-
maries for each class. They rely on specific reference points to organize a
discussion’s units, providing flexibility to the readers by allowing them to
choose from diverse summaries that best fit their information needs.

Qiu and Jiang [239] modeled the discovery of latent viewpoints to group
arguments based on two user characteristics: user identity, as arguments
from the same user are likely to contain the same viewpoint; and user in-
teraction, as users with different viewpoints may express disagreement or
attack each other, while those with similar viewpoints may support each
other. Misra et al. [203] used summarization to discover repeating argu-
ments and grouped them into facets. Reimers et al. [250] proposed agglom-
erative clustering via contextual embeddings to identify similar arguments
on a sentence level based on their aspects.

Nguyen et al. [216] proposed an unsupervised approach to class-specific
abstractive summarization of customer reviews with the goal of reducing
generic and uninformative content in summaries. They model reviews in
the context of topical classes of interest, which are treated as latent vari-
ables. These classes represent their reference points as latent variables
to be discovered through supervised or reinforcement learning. In con-
trast, our frame inventory provides a more controlled—and thus more
interpretable—set of reference points for discussion summarization. More
recently Shapira et al. [274] proposed a query-assisted, sentence-level inter-
active summarization approach for news reports using reinforcement learn-
ing. Their approach consists of two subtasks of query-based sentence selec-
tion and generating query suggestions to enable an interactive setting. In
our scenario, we enable this interaction via the predefined set of frames.

Summarizing public debates, Bar-Haim et al. [22, 23] investigated map-
ping similar arguments to expert-written key points. Bražinskas et al. [41]
summarized product reviews by selecting subsets of informative reviews,
treating the choice of review subset as a latent variable that is learned by
a model trained on a dataset compiled from professional product review
forums. Amplayo et al. [13] proposed aspect-controlled opinion summa-
rization via employing multi-instance learning on a labeled dataset to iden-
tify aspects in reviews for grouping followed by summarization. The ref-
erence points of these approaches are defined either through manual an-
notations or distant supervision. Some of these reference points are highly
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topic-specific, requiring them to be created manually for each topic, for in-
stance, the key points from Bar-Haim et al. [22]. In contrast, we use a fixed
and topic-independent set of reference points, namely media frames [40],
grounded in framing theory [63].

6.2 Employing Argumentation Frames as Anchor Points

Framing theory was initially utilized to categorize (political) newspaper ar-
ticles in order tomanifest the specifically reported perspective [40, 214, 272].
It was first introduced to the field of argumentation by Naderi and Hirst
[205]. Later, Ajjour et al. [1] modeled framing in argumentation more
systematically, introducing automatically extracted, fine-grained, issue-
specific frame labels. Heinisch and Cimiano [131] successfully combined
computational argumentationwith framing theory by showing a latent con-
nection between the different frame granularities for the media frames de-
fined by Boydstun et al. [40]. Hartmann et al. [130] also used frame-labeled
data from newswire corpus to successfully train frame classifiers for politi-
cal discussions via multi-task and adversarial learning. Following the liter-
ature, we use the media frames due to their wide adoption in categorizing
arguments [55, 60].

6.3 Extractive Summarization of Argumentative Discussions

This section describes our ranking-based approach to the extractive summa-
rization of online discussions, centered around argumentation frames (Fig-
ure 6.1). First we describe our novel unsupervised approach for frame as-
signment, followed by methods for re-ranking arguments of a frame based
on their relevance to the discussion topic and informativeness. The top-k
arguments from the joint ranking are taken as the frame’s summary.

6.3.1 Frame Assignment

Our approach to frame assignment IRFrame is completely unsupervised in
that it employs information retrieval models to rank arguments in a discus-
sion by their frame relevance. Here, we consider arguments as documents
and frames as queries. This offers a basic and interpretable alternative to
frame assignment that does not require labeled data to train supervised
models. We investigated both lexical and dense retrieval models.

Weused an existing inventory ofmedia frames to organize the arguments
in a discussion. This originates from Boydstun et al. [40] and consists of
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Frame Inventory

Capacity & Resources Fairness & Equality
Constitutionality & Health & Safety
Jurisprudence Morality

Crime & Punishment Policy Prescription & Evaluation
Cultural Identity Political
Economic Public Opinion
External Regulation & Quality of Life
Reputation Security & Defense

Table 6.1: Inventory of frames proposed by Boydstun et al. [40] to track themedia’s
framing of policy issues.

the 15 frames listed in Table 7.1. This inventory aims to support an issue-
generic frame categorization of political communication. In the context of
discussions on Reddit CMV, these issue-generic frames ideally cover a wide
variety of controversial topics. The other frame is a catch-all category for
frames that do not fit into any of the others. We excluded it from our exper-
iments as it is not well-defined, and thus difficult to evaluate. For full frame
descriptions see Table A.1 in the appendix.

Employing query variants—semantically related queries derived from
the primary query—has been shown to improve the retrieval performance
[27]. Thus, we manually created ten query variants for each frame to re-
trieve and rank all arguments in the discussion based on their frame rele-
vance. Each variant is a high-quality sentence describing the various aspects
of a frame. Wemanually curated these sentences from theWikipedia pages
of the frame labels as well as those of the various aspects mentioned in their
descriptions (in Table A.1). For example, a query variant for the frame cul-
tural identity is: “Cultural identity is defined as the identity of a group or
culture or of an individual as far as one is influenced by one’s belonging to a
group or culture and is similar to, and overlaps, with identity politics”. The
complete list of query variants for all frames is provided in the supplemen-
tary material. The output of this module is a ranked list of arguments for
each frame, which is then used for extractive summarization (Section 6.3.2).

We first obtained ten rankings of the arguments (one for each query vari-
ant) and then combined these via reciprocal rank fusion [70] to obtain the
final list of ranked arguments for a frame. We also compare our approach
with a supervised baseline, SuperFrame, a classifier finetuned on a set of
labeled arguments (details in Section 6.3.3).



104 6.3 Extractive Summarization of Argumentative Discussions

6.3.2 Extractive Summarization

Building upon the frame assignment component described above that en-
sures frame relevance, we now perform an extractive summarization of the
discussion by re-ranking the frame-relevant arguments based on their rele-
vance to the discussion topic and informativeness. This modular approach
to summarizing discussions does not require expensive ground truth sum-
maries, and is thus more scalable than supervised approaches. We first
describe the argument re-ranking module followed by the post-processing
module.

Argument Re-ranking Besides being relevant to a frame, arguments in
the summary must also be relevant to the discussion topic. Thus, we re-
rank the frame’s arguments according to their topic relevance. In our sce-
nario, a “topic” is the combination of the title and the reasoning of the orig-
inal post on CMV. We propose two approaches for computing topic rele-
vance. The first approach computes content overlap (lexical and semantic)
between each argument and the topic. We used Jaccard similarity for lexi-
cal overlap, and for semantic overlap, we used the cosine similarity between
the contextual sentence embeddings of an argument and the topic. Argu-
mentswithin a frame are then re-ranked by their overlap scores. The second
approach employs retrieval models and (re-)ranks the frame’s arguments
using the entire topic as the query (details in Section 6.3.3).

Post-processing Parallel to the aforementioned re-ranking by topic rele-
vance, we derive a separate re-ranking of the frame’s arguments based on
their informativeness. Our goal is to prioritize content-rich and argumenta-
tive texts in the top-k arguments of our approach. We operationalize this
through content scoring and argumentativeness scoring. For content scoring
we employed a set of content-specific features such as named entities, noun
phrases, the number of discourse markers, and the number of children an
argument has in the discussion. Next, for argumentativeness scoring, we
trained a topic-based argumentativeness scoring model (details in Section
6.3.3). The informativeness score of an argument is the sum of its content
score and the argumentativeness score. We then re-rank the frame’s argu-
ments by this score.

Frame-oriented Extractive Summaries Given the list of arguments first
ranked by frame relevance, then re-ranked by topic relevance, we fuse
this ranking with the standalone informativeness ranking from the post-
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processing module (via reciprocal rank fusion) to derive the final ranking.
The top-k arguments from this ranking are taken as the extractive summary
of the discussion. A key benefit of our ranking-based extractive summariza-
tion approach is the flexibility to determine the summary length (i.e., k) by
the user according to the discussion’s length and their information need.
Thus we refrain from setting a specific length budget for the summary.

6.3.3 Data and Experiments

This section describes the dataset onwhich our approachwas evaluated, the
various retrieval models with their respective parameters, and the content
features that we used in our experiments. Also described is the supervised
baseline for frame classification SuperFrame that we implemented to assign
multiple frames to each argument.

Data

We constructed a dataset of 100 long discussions from CMV, dated Jan-
uary 2020, using the Pushshift Reddit dataset [24]. For the purpose of this
study, we defined a long discussion as a post with at least 100 comments.
As preprocessing, we filtered out comments that were deleted by their au-
thors, removed by moderators due to violating community rules, or posted
by bots (e.g., DeltaBot, RemindMeBot). The average length of the posts in
our dataset is 304 words, with a minimum of 83 words and a maximum of
1611words. These posts have a total of 25,385 comments, with an average of
253 comments per discussion. The shortest discussion has 105 comments,
while the longest has 1066 comments. The average length of a comment is
90 words, with a minimum of 2 words and a maximum of 1589 words ex-
cluding the quoted text from either the post or the parent comments they
responded to.3

Popularity Ranking We investigated to what extent does ranking the ar-
guments only by their popularity (via karma scores on Reddit) cover all
the top-k arguments of the frames in the discussion (as assigned by our
approach). To quantify this, we computed the mean coverage of the top
10 arguments across all frames andmodels by their popularity ranking. We
considered discussions with at least 500 arguments and ranked them by

3The strict community guidelines of CMV (https://old.reddit.com/r/
changemyview/wiki/rules) ensure that comments are primarily argumentative. There-
fore, in this paper, we consider each comment to be an argument and do not perform any
argument mining.

https://old.reddit.com/r/changemyview/wiki/rules
https://old.reddit.com/r/changemyview/wiki/rules
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Figure 6.2: Mean coverage percentage by popularity rank of the top 10 (unique)
frame arguments as assigned by our approaches.

their popularity scores provided by the Reddit API. Then, at each rank, we
computed the percentage of top 10 arguments from all frames that have
been covered by the popular arguments. Figure 6.2 shows that in order to
completely cover the top 10 arguments from all frames, a user must read
through hundreds of arguments. This encourages us to investigate novel
approaches to group arguments in a discussion via frames instead of solely
relying on their popularity. A similar conclusion was drawn by Kano et al.
[154] who investigated the effectiveness of popularity scores as a feature for
summarizing Reddit discussions.

Experiments

We first describe the models and parameters for our approaches to frame
assignment and extractive summarization. We then describe the supervised
baseline for frame assignment.

Frame Assignment We experimented with three retrieval models for IR-
Frame to retrieve frame-relevant arguments: BM25 [253], SBERT [249], and
ColBERT [161]. The latter two are dense retrieval models based on contex-
tual embeddings to match arguments to frames, addressing the limitation
of BM25 not finding arguments with exact lexical matches to our query
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variants. We used the Okapi BM25 model with default settings (k=1.5,
b=0.75),4 initialized SBERT with the all-mpnet-base-v2 model, and used
ColBERT-v2 [262].5

Argument Re-ranking We experimented with two approaches to re-rank
the arguments retrieved by IRFrame: content overlap and retrieval-based
re-ranking. Content overlap considers both lexical and semantic overlap be-
tween the topic and the argument. For lexical overlap, we used Jaccard simi-
larity and for semantic overlap, we used SBERT (all-mpnet-base-v2model).
For the retrieval-based re-ranking, we experimented with BM25 and Col-
BERT, with the topic as the query, to (re-)rank the frame’s arguments. We
excluded SBERT as an additional retrieval model since it is already inte-
grated in the content overlap approach.

Post-processing Informativeness is computed based on the content rich-
ness and the argumentativeness of the arguments. Content is scored as the
sum of the ratios of named entities, discourse markers, and noun phrases
found in the argument and the number of children for an argument in the
discussion. We used spaCy [135] for text tokenization and extraction of the
named entities and noun phrases.6 For discourse markers, we used a lexi-
con of claim-related words constructed by Levy et al. [172] for identifying
claim-containing sentences. The ratios of named entities and noun phrases
were on the token level, while the ratio of discourse markers was on the
word level, all normalized by the arguments’ lengths. For argumentative-
ness, we developed ArgDetector,7 a RoBERTa model [182] fine-tuned on the
dataset by Schiller et al. [265], containing 150 controversial topics with 144
sentences labeled for their argumentativeness, given the topic. Implemen-
tation details are described in Appendix A.1.

SuperFrame This is the supervised baseline for frame assignment. Ex-
tending the state-of-the-art frame classification model of Heinisch and
Cimiano [131], we developed a new classifier trained on an external frame-
labeled dataset. The existing classifier of Heinisch and Cimiano [131], uti-
lizes a recurrent neural network to assign a single frame to an argument,
and combines it with a model that predicts a cluster of frame labels from

4We used the Rank BM25 toolkit [46]
5We used PyTerrier [188] for the ColBERT pipeline
6We used the en_core_web_mdmodel.
7https://huggingface.co/pheinisch/roberta-base-150T-argumentative-

sentence-detector

https://huggingface.co/pheinisch/roberta-base-150T-argumentative-sentence-detector
https://huggingface.co/pheinisch/roberta-base-150T-argumentative-sentence-detector
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the inventory of Ajjour et al. [1] in a multi-task setting. Particularly longer
arguments, however, often contain multiple frames. Thus, assigning a sin-
gle frame to an argument may not be sufficient [250]. We therefore extend
the model to predict multiple frames for an argument. Given the probabil-
ity distribution of the classification model P = (pf1 , · · · , pfk) over a set of
frames F = {f1, . . . , fk}, k ≥ 2, we apply nucleus sampling [134] to predict
multiple frames for an argument. Specifically, given a cumulative probabil-
ity mass threshold τ , we assign the minimal subset of frames F ⊆ F such
that: ∑

f∈F
pf ≥ τ

When the model is very confident in predicting one frame, it is hence likely
that an argument is classified to that frame. In cases where the model has
lower confidence in its prediction, the argument may consist of multiple
frames. This overcomes the limitation of clustering-based approaches and
classifierswhich strictly assign a single frame to arguments thatmay contain
multiple ones [131, 250].

To train SuperFrame, we used the Media Frames Corpus by Card et al.
[55] consisting of 14,515 news articles with text spans manually annotated
for the frame classes in Table 7.1. Following Heinisch and Cimiano [131],
we trained two variants of the classifier, a single-task and a multi-task classi-
fier which additionally used the framing dataset by Ajjour et al. [1] with
12,326 labeled arguments. Both models were based on BiLSTMs, used
GloVe embeddings,8 and trained up to 12 epochs using early stopping. We
truncated the input to 75 words with a batch size of 64. To choose between
the single-task and multi-task variants, three of the authors first manually
assigned frame(s) for 150 arguments. We then predicted the frames for
these arguments using both variants.9 We opted for higher precision as our
goal is tominimizemislabeling arguments with an unrelated frame that can
negatively impact the resulting frame-oriented summaries. Since frame as-
signment is a subjective task [55] and the boundaries of the frame classes
are fuzzy [48, 250], we observed some diversity in our manual annotations.
Specifically, we observed that 92% of all the annotated arguments have at
least one frame, which was assigned by only a single annotator (minority),
indicating different perceptions of observing specific frames in texts. On

8https://nlp.stanford.edu/data/glove.840B.300d.zip
9We also experimented with multiple preprocessing methods (e.g. generating a conclu-

sion or ranking the sentences) before automatically predicting the frames. However, these
methods negatively impacted the frame prediction.

https://nlp.stanford.edu/data/glove.840B.300d.zip
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average, an argument was assigned 3.8 frames (or 1.3 and 0.4 considering
the majority and full agreements, respectively).

Model Minority Majority Full

single-task 59.6 / 49.6 41.7 / 34.1 38.8 / 28.8
single-τ = .8 55.0 / 45.5 32.6 / 27.6 34.8 / 27.6
single-τ = .9 60.5 / 55.4 27.8 / 24.5 30.4 / 23.7
multi-task 52.4 / 50.1 27.9 / 22.7 38.4 / 29.5
multi-τ = .8 56.4 / 55.0 33.0 / 26.6 27.4 / 20.1
multi-τ = .9 51.0 / 46.9 26.7 / 21.7 25.4 / 17.9

Table 6.2: Precision scores (micro / macro %) of the SuperFrame model variants
at different annotator agreements and thresholds τ for multi-frame prediction.

Table 6.2 presents the precision scores of both variants with cumula-
tive probability threshold τ = 0.9. Assigning only the most probable
frame as predicted by the single-task model results in a precision of 59.6%
(micro-average) and 49.6% (macro-average), respectively. The multi-task
model is slightly better at predicting rare frame classes (+0.5% macro-
average) but worse at predicting the frequent ones (-7.2% micro-average).
Assigning multiple frames per argument increases the effectiveness of the
single-task model by +0.9% (micro-average), and especially the prediction
of rare frame classes, increasing the macro-average prevision by +5.8% (at
τ = 0.9).

Considering only the majority-labeled frame classes as ground truth re-
stricts the set of manually assigned frame classes, and hence, reduces the
precision scores. On this restricted subset of frame labels, the single-task
model performs best in nearly all cases, by predicting only the most proba-
ble frame class due to the sparsity of the manually assigned frame classes.
This variant of the single-task model which predicts only a single frame for
an argument has a micro-averaged precision of 41.7% and 38.8% in the ma-
jority and full agreement scenarios, respectively. Despite this, we extended
the single-task variant to predict multiple frames per argument, resulting in
a high overlap with ground truth frame labels from at least one annotator
as well as benefiting from a higher recall. This also avoids having sparse
sets of arguments assigned under rare frames.

In conclusion, our internal evaluation supports using the single-task
model, as opposed to the findings of Heinisch and Cimiano [131] due to
our emphasis on precision while the multi-task variant primarily encour-
ages the model in its recall-generalization ability. On average, SuperFrame
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(single-task variant) assigned 2.6 frames per argument, with aminimumof 1
and amaximum of 8.2. The frequency counts of all frames in both posts and
arguments are shown in Appendix Table A.2.

6.4 Evaluation of Extractive Summaries via Relevance Judgments

Given that our entire approach is based on retrieval models, we evaluated
it manually via relevance judgments. We followed the evaluation style of
TREC [127] as best practice. Our evaluation was comprised of judging the
frame relevance, the topic relevance, and the importance (in the discussion’s
context) of arguments retrieved by our models. Following the TREC proto-
col, we first created 50 evaluation topics, each comprising a post’s title, the
post itself, and a frame of interest (see supplementarymaterial). To obtain a
sufficiently large set of arguments to pool from, we then selected only those
discussions for which all models assigned at least 20 arguments to each of
the five most frequent frames identified in the comments: cultural identity,
economic, quality of life, public opinion, and political (see Table A.2 in the Ap-
pendix for the full list). We retrieved arguments for each evaluation topic
and performed pooling at depth 5 using TrecTools [224], resulting in 1871
unique arguments to be judged.

6.4.1 Pilot Study

Multi-annotator relevance judgments can often result in low agreement due
to the subjective nature of defining relevance and the varying perspectives of
annotators [19, 199, 296, 314]. Additionally, judges may experience incon-
sistencies in their decisions as the task progresses [267]. To mitigate these
issues, we conducted a pilot study with 100 arguments (not included in the
main evaluation) to train three annotators and gather feedback for improv-
ing the main evaluation interface. The annotators were Computer Science
graduates with backgrounds in NLP and IR.

TaskDesign FollowingMcDonnell et al. [199], we used a four-point scale
for assessing the frame and topic relevance, and the importance of an argu-
ment with these options: definitely not, probably not, probably, and definitely
relevant/important.10 In assessing importance, we asked annotators to in-
dicate the relevance of an argument to a discussion by answering this ques-
tion: “How important is the argument to be included in a summary of the

10We mapped these labels to numerical values ranging from 0 (definitely not rele-
vant/important) to 3 (definitely relevant/important) for computing nDCG scores.
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discussion?”. We also experimented with an automatic summary [210] for
long arguments to reduce the cognitive load of the annotators. They were
instructed to use the summary if they found it helpful, otherwise to read
the entire argument (for details, see Appendix A.2, Figure A.1).

Pilot Agreement and Feedback We measured the inter-annotator agree-
ment (IAA) for the three evaluated criteria using Krippendorff’s α, similar
to Card et al. [55]. The resulting α values were 0.22 for frame relevance, 0.33
for topic relevance, and 0.22 for importance, respectively. While the agree-
ment is thus limited, the values are consistentwith the findings of Card et al.
[55] in their annotation of frame-relevant text spans for the Media Frames
Corpus, particularly the frame relevance α value. From feedback, we im-
proved the task design for the main evaluation. Firstly, we removed the
automatic summary for each argument since it did not provide significant
help. Secondly, we rephrased the importance question to “How important is
the argument to be included in the discussion of the given topic?” to make it
more straightforward, since we did not have ground truth summaries of the
discussions at hand. Annotators also reported that assessing the relevance
of an argument for a single framewas too restrictive, since an argument may
belong to multiple frames, which aligns with the observations of Card et al.
[55]. Therefore, we allowed them to assign multiple frames to an argument
if the currently-assigned one was not relevant. Accordingly, we proceeded
with the main evaluation by assigning each annotator an independent set
of arguments to judge. This allowed us to collect more relevance judgments
while ensuring a certain level of shared understanding of the task.

6.4.2 Main Evaluation Results

The evaluatedmodels are shown in Table 6.3.11 Weobtained relevance judg-
ments for a total of 1871 arguments and calculated nDCG@5 [144] as the
effectiveness measure (mean over all topics). Described below are the key
findings for each module of our ranking-based extractive summarization
framework.

Frame Relevance Our frame assignment approach (IRFrwith BM25) out-
performs other models for identifying frame-relevant arguments in a dis-
cussion with an nDCG@5 of 0.573. Among the retrieval models, BM25 per-

11Model names in Table 6.3 shortened for brevity. SuperFrame→ SupFr denotes the base-
line, IRFrame→ IRFr denotes our frame assignment approach, Argument Re-ranking→ _rr
(via overlap and retrieval models), and Post-processing→ _post
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forms better than SBERT and ColBERT, also for re-ranking by topic rele-
vance. Upon further inspection, we found that BM25 often retrieves longer
arguments compared to the embedding-based SBERT and ColBERT mod-
els. Thismayprovide annotatorswithmore context for informed judgments
compared to the shorter arguments. Given the computational costs of run-
ning dense retrieval models in real-time, it is promising that a relatively
simple and explainable model performs well on our query variants. For the
baseline (SupFr), combinations with argument re-ranking (via BM25 and
topic overlap) also perform reasonably well. However, as various query
variants can be easily designed, our IRFr approach is more flexible and can
be adapted to other domains and topics without the need for labeled data.

Topic Relevance Argument re-ranking by overlap (*_rr_overlap) outper-
forms retrieval models for ensuring topic relevance of a frame’s arguments.
This benefits both IRFr and SupFr frame assignment approaches with an
nDCG@5 scores of 0.847 and 0.785 for the top two models, respectively.
Among the retrieval models, BM25 slightly outperforms ColBERT. Given
the intuitive nature of content overlap, we conclude that it is favorable to
use for re-ranking arguments in a frame.

Importance None of the post-processed models (using informativeness)
appear in the top-5 for ranking arguments by importance in the context of
the discussion. Instead, argument re-ranking by topic relevance performs
best, with nDCG@5 of 0.381 combined with SupFr for frame assignment.
This contradicts our intuition of post-processing to promote important ar-
guments in the final ranking. As future work, we plan to investigate using
context features of the arguments [154], as well as pairwise judgments for
importance [187, 348].

6.5 Summary

This chapter transitioned from single document summarization, specifically
argumentative texts, to multi-document summarization, encompassing en-
tire online discussions. We introduced a novel, ranking-based approach
for frame-oriented (extractive) discussion summarization in web-based fo-
rums, aiming to enhance the accessibility and comprehension of large-scale
online discussions for participants. Our approach involves three key steps:
frame assignment, argument re-ranking, and post-processing. Specifically,
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Model nDCG@5

Frame Topic Imp.
Our Approach

IRFr_BM25 0.5731 0.708 0.3752
IRFr_SBERT 0.480 0.525 0.303
IRFr_ColBERT 0.522 0.659 0.3613
IRFr_BM25_rr_BM25 0.516 0.7813 0.349
IRFr_BM25_rr_overlap 0.5602 0.8471 0.3505
IRFr_BM25_rr_ColBERT 0.5404 0.761 0.3584
IRFr_BM25_rr_BM25_post 0.489 0.735 0.297
IRFr_BM25_rr_overlap_post 0.522 0.755 0.339
IRFr_BM25_rr_ColBERT_post 0.526 0.719 0.325
Supervised Baseline

SupFr_rr_BM25 0.5453 0.7654 0.3811

SupFr_rr_overlap 0.5365 0.7852 0.334
SupFr_rr_ColBERT 0.529 0.7645 0.348
SupFr_rr_BM25_post 0.493 0.714 0.322
SupFr_rr_overlap_post 0.493 0.734 0.348
SupFr_rr_ColBERT_post 0.487 0.709 0.329

Table 6.3: nDCG@5 for the manual relevance judgments for frame relevance, topic
relevance, and importance. The best results for each evaluated criterion are high-
lighted in bold, alongside the rankings for the five best models. We evaluated
our frame assignment approach (IRFr) against the supervised baseline (SupFr),
combined with our argument re-ranking (_rr) and post-processing components
(_post). We see that our approach to frame assignment results in the best models
for frame and topic relevance and is also competitive for argument importance.

we developed unsupervised methods for both frame and topic assignment
leveraging standard retrieval models. Extensive experiments on a dataset
of 1871 arguments from 100 ChangeMyView discussions demonstrate the
effectiveness of our approach in ensuring frame and topic relevance in the
summary, outperforming a state-of-the-art supervised baseline for frame
assignment. Nevertheless, further exploration is needed to enhance sum-
mary informativeness through post-processing.
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7
Indicative Summarization of Long

Discussions
The previous chapter illustrated the utility of using argumentation frames
to categorize a discussion’s arguments, thereby generating insightful sum-
maries for each frame. In this chapter, we delve into the related aspect
of creating indicative summaries for lengthy discussions, which can serve
as a navigational guide for exploring such discussions. When discussions
comprise hundreds of arguments, pinpointing the optimal juncture to in-
troduce new arguments can be a challenging endeavor. Moreover, it could
be advantageous to classify these arguments (or their conclusions) based
on predefined categories, like argumentation frames. These frames encap-
sulate various perspectives presented by the participants, thereby enriching
the understanding of the discussion.

Our method generates a table-of-contents for a discussion, providing
two levels of information: the first level outlines the argumentation frames,
while the second level details the subtopics (abstractive summaries of
groups of arguments that talk about a frame). This summarization process
is completely unsupervised and leverages large language models (LLMs)
to summarize argument clusters and assign argumentation frames to each
summary. We assess our approach on discussions from the Change-
MyView subreddit through an interactive user study. The results indi-
cate that users prefer our summaries over alternative views when explor-
ing lengthy discussions. An interactive tool (Discussion Explorer) lever-
aging our approach for easily exploring long discussions is available at
https://discussion-explorer.web.webis.de/.
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7.1 Table of Contents as an Indicative Summary

Online discussion forums are a popular medium for discussing a wide
range of topics. As the size of a community grows, so does the length of
discussions held there, especially when current controversial topics are dis-
cussed. On ChangeMyView (CMV),1 for example, discussions often often
go into the hundreds of arguments covering many perspectives on the top-
ics in question. Initiating, participating in, or reading discussions generally
has two goals: to learn more about others’ views on a topic and/or to share
one’s own.

To help their users navigate large volumes of arguments in long discus-
sions, many forums offer basic features to sort them, for example, by time
of creation or popularity. However, these alternative viewsmay not capture
the full range of perspectives exchanged, so it is still necessary to read most
of them for a comprehensive overview. In this paper, we depart from previ-
ous approaches to summarizing long discussions by using indicative sum-
maries instead of informative summaries.2 Figure 7.1 illustrates our three-
step approach: first, the sentences of the arguments are clustered according
to their latent subtopics. Then, a large language model generates a concise
abstractive summary for each cluster as its label. Finally, the argumentation
frame [40, 63] of each cluster label is predicted as a generalizable opera-
tionalization of perspectives on a discussion’s topic. From this, a hierarchi-
cal summary is created in the style of a table of contents, where frames act as
headings and cluster labels as subheadings. To our knowledge, indicative
summaries of this type have not been explored before.

Our four main contributions are: (1) A fully unsupervised approach to
indicative summarization of long discussions (Section 7.2). We develop ro-
bust prompts for generative cluster labeling and frame assignment based
on extensive empirical evaluation and best practices (Section 7.3). (2) A
comprehensive evaluation of 19 state-of-the-art, prompt-based, large lan-
guage models (LLMs) for both tasks, supported by quantitative and qual-
itative assessments (Section 7.4). (3) A user study of the usefulness of in-
dicative summaries for exploring long discussions (Section 7.4). (4) Dis-
cussion Explorer, an interactive visual interface for exploring the indica-
tive summaries generated by our approach and the corresponding discus-

1https://www.reddit.com/r/changemyview/
2Unlike an informative summary, an indicative summary does not capture as much in-

formation as possible from a text, but only its gist. This makes them particularly suitable for
long documents like books in the form of tables of contents.

https://www.reddit.com/r/changemyview/
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Figure 7.1: Left: Illustration of our approach to generating indicative summaries
for long discussions. The main steps are (1) unit clustering, (2) generative cluster
labeling, and (3) multi-label frame assignment in order of relevance. Right: Con-
ceptual and exemplary presentation of our indicative summary in table of contents
style. Frames act as headings and the corresponding cluster labels as subheadings.

sions.3 Our results show that the GPT variants of OpenAI (GPT3.5, Chat-
GPT, and GPT4) outperform all other open source models at the time of
writing. LLaMA and T0 perform well, but are not competitive with the
GPT models. Regarding the usefulness of the summaries, users preferred
our summaries to alternative views to explore long discussions with hun-
dreds of arguments.

Related Work

Previous approaches to generating discussion summaries have mainly fo-
cused on generating extractive summaries, using two main strategies: ex-
tracting significant units (e.g., responses, paragraphs, or sentences), or
grouping them into specific categories, which are then summarized. In this
section, we review the relevant literature.

7.1.1 Extractive Summarization

Extractive approaches use supervised learning or domain-specific heuris-
tics to extract important entities from discussions as extractive summaries.
For example, Klaas [164] summarized UseNet newsgroup threads by con-
sidering thread structure and lexical features to measure message impor-
tance. Tigelaar et al. [297] identified key sentences based on author names
and citations, focusing on coherence and coverage in summaries. Ren et al.
[251] developed a hierarchical Bayesian model for tracking topics, using a

3https://discussion-explorer.web.webis.de/

https://discussion-explorer.web.webis.de/
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random walk algorithm to select representative sentences. Ranade et al.
[247] extracted topic-relevant and emotive sentences, while Bhatia et al.
[30] and Tarnpradab et al. [293] used dialogue acts to summarize question-
answering forum discussions. Egan et al. [90] extracted key points using
dependency parse graphs, and Kano et al. [154] summarized Reddit dis-
cussions using local and global context features. These approaches generate
informative summaries, substituting discussions without back-referencing
to them.

7.1.2 Grouping-based Summarization

Grouping-based approaches group discussion units like posts or sentences,
either implicitly or explicitly. The groups are based on queries, aspects, top-
ics, dialogue acts, argument facets, or key points annotated by experts. Once
the units are grouped, individual summaries are generated for each group
by selecting representative members, respectively.

This grouping-then-summarization paradigm has been primarily applied
to multi-document summarization of news articles [243]. Follow-up work
proposed cluster link analysis [322], cluster sentence ranking [51], and den-
sity peak identification in clusters [342]. For abstractive multi-document
summarization, Nayeem et al. [211] clustered sentence embeddings using a
hierarchical agglomerative algorithm, identifying representative sentences
from each cluster using TextRank [201] on the induced sentence graph.
Similarly, Fuad et al. [101] clustered sentence embeddings and selected
subsets of clusters based on importance, coverage, and variety. These sub-
sets are then input to a transformer model trained on the CNN/DailyMail
dataset [206] to generate a summary. Recently, Ernst et al. [95] used ag-
glomerative clustering of salient statements to summarize sets of news arti-
cles, involving a supervised ranking of clusters by importance.

For Wikipedia discussions, Zhang et al. [337] proposed the creation of
a dynamic summary tree to ease subtopic navigation at different levels of
detail, requiring editors to manually summarize each tree node’s cluster.
Misra et al. [203] used summarization to identify arguments with simi-
lar aspects in dialogues from the Internet Argument Corpus [320]. Simi-
larly, Reimers et al. [250] used agglomerative clustering of contextual em-
beddings and aspects to group sentence-level arguments. Bar-Haim et al.
[22, 23] examined the mapping of debate arguments to key points written
by experts to serve as summaries.

Our approach clusters discussion units, but instead of a supervised se-
lection of key cluster members, we use vanilla LLMs for abstractive sum-
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marization. Moreover, our summaries are hierarchical, using issue-generic
frames as headings [40, 63] and generating concise abstractive summaries
of corresponding clusters as subheadings. Thus our approach is unsuper-
vised, facilitating a scalable and generalizable summarization of discus-
sions.

7.1.3 Cluster Labeling

Cluster labeling involves assigning representative labels to document clus-
ters to facilitate clustering exploration. Labeling approaches include com-
paring term distributions [193], selecting key terms closest to the cluster
centroid [254], formulating key queries [112], identify keywords through
hypernym relationships [233], and weak supervision to generate topic la-
bels Popa and Rebedea [234]. These approaches often select a small set of
terms as labels that do not describe a cluster’s contents in closed form. Our
approach overcomes this limitation by treating cluster labeling as a zero-
shot abstractive summarization task.

7.1.4 Frame Assignment

Framing involves emphasizing certain aspects of a topic for various pur-
poses, such as persuasion [63, 94]. Frame analysis for discussions provides
insights into different perspectives on a topic [182, 204]. It also helps to
identify biases in discussions resulting, e.g., from word choice [122, 123].
Thus, frames can serve as valuable reference points for organizing long dis-
cussions. Weuse a predefined inventory ofmedia frames [40] for discussion
summarization. Instead of supervised frame assignment [1, 131, 205], we
use prompt-based LLMs for more flexibility.

7.2 Unsupervised Summarization with Large Language Models

Our indicative summarization approach takes the sentences of a discussion
as input and generates a summary in the form of a table of contents, as
shown in Figure 7.1. Its three steps consist of clustering discussion sen-
tences, cluster labeling, and frame assignment to cluster labels.

7.2.1 Unit Clustering

Given a discussion, we extract its sentences as discussion units. The set of
sentences is then clustered using the density-based hierarchical clustering
algorithm HDBSCAN [52]. Each sentence is embedded using SBERT [249]
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and these embeddings are then mapped to a lower dimensionality using
UMAP [200].4 Unlike previous approaches that rank and filter clusters to
generate informative summaries [95, 290], our summaries incorporate all
clusters. The sentences of each cluster are ranked by centrality, which is de-
termined by the λ value of HDBSCAN. A number of central sentences per
cluster are selected as input for cluster labeling by abstractive summariza-
tion.

Meta-sentence filtering Some sentences in a discussion do not contribute
directly to the topic, but reflect the interaction between its participants. Ex-
amples include sentences such as “I agree with you.” or “You are setting up
a strawman.” Pilot experiments have shown that such meta-sentences may
cause our summarization approach to include them in the final summary.
As these are irrelevant to our goal, we apply a corpus-specific and channel-
specific meta-sentence filtering approach, respectively. Corpus-specific fil-
tering is based on a small set of frequently usedmeta-sentencesM in a large
corpus (e.g., on Reddit). It is bootstrapped during preprocessing, and all
sentences in it are omitted by default.5

Our pilot experiments revealed that some sentences in discussions are
also channel-specific (e.g., for the ChangeMyView Subreddit). Therefore,
we augment our sentence clustering approach by adding a random sam-
ple M ′ ⊂ M to the set of sentences D of each individual discussion be-
fore clustering, where |M ′| = max{300, |D|}. The maximum value for
the number of meta-sentences |M ′| is chosen empirically, to maximize the
likelihood that channel-specific meta-sentences are clustered with corpus-
specific ones. After clustering the joint set of meta-sentences and discussion
sentences D ∪ M ′, we obtain the clustering C. Let mC = |C ∩ M ′| denote
the number of meta-sentences and dC = |C ∩D| the number of discussion
sentences in a cluster C ∈ C. The proportion of meta-sentences in a cluster
is then estimated as P (M ′|C) = mC

mC+dC
.

A clusterC is classified as ameta-sentence cluster ifP (M ′|C) > θ·P (M ′),
where P (M ′) = |M ′|

|D| assumes that meta-sentences are independent of oth-
ers in a discussion. The noise threshold θ = 2

3 was chosen empirically. Sen-
tences in a discussion that either belong to ameta-sentence cluster or whose
nearest cluster is considered to be one are omitted. In our evaluation, an av-
erage of 23% of sentences are filtered fromdiscussions. Figure 7.2 illustrates
the effect of meta-sentence filtering on a discussion’s set of sentence.

4Implementation details are given in Appendix A.4.
5The set is used like a typical stop word list, only for sentences.
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7.2.2 Generative Cluster Labeling

Most cluster labeling approaches extract keywords or key phrases as labels,
which limits their fluency. These approaches may also require training data
acquisition for supervised learning. We formulate cluster labeling as an un-
supervised abstractive summarization task. We experiment with prompt-
based large language models in zero-shot and few-shot settings. This en-
ables generalization acrossmultiple domains, the elimination of supervised
learning, and fluent cluster labels with higher readability in comparison to
keywords or phrases.

We develop several prompt templates specifically tailored for different
types of LLMs. For encoder-decoder models, we carefully develop appro-
priate prompts based on PromptSource [17], a toolkit that provides a com-
prehensive collection of natural language prompts for various tasks across
180 datasets. In particular, we analyze prompts for text summarization
datasets with respect to (1) descriptive words for the generation of cluster
labels using abstractive summarization, (2) commonly used separators to
distinguish instructions from context, (3) the position of instructionswithin
prompts, and (4) the granularity level of input data (full text, document ti-
tle, or sentence). Since our task is about summarizing groups of sentences,
we chose prompts that require the full text as input to ensure that enough
contextual information is provided (within the limits of each model’s input
size). Section 7.3.1 provides details on the prompt engineering process.

7.2.3 Frame Assignment

Any controversial topic can be discussed from different perspectives. For
example, “the dangers of social media” can be discussed from a moral or a
health perspective, among others. In our indicative summaries, we use ar-
gumentation frame labels as top-level headings to operationalize different
perspectives. An argumentation frame may include one or more groups of
relevant arguments. We assign frame labels from the issue-generic frame in-
ventory shown in Table 7.1 [40] to each cluster label derived in the previous
step.6

We use prompt-based models in both zero-shot and few-shot settings for
frame assignment. In our experiments with instruction-tuned models, we
designed two types of instructions, shown in Figure A.8, namely direct in-
structions for models trained on instruction–response samples, and dialog
instructions for chat models. The instructions are included along with the

6For detailed label descriptions see Table A.1 in the Appendix.
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Frame Inventory

Capacity & Resources Fairness & Equality
Constitutionality & Health & Safety
Jurisprudence Morality

Crime & Punishment Policy Prescription & Evaluation
Cultural Identity Political
Economic Public Opinion
External Regulation & Quality of Life
Reputation Security & Defense

Table 7.1: Inventory of frames proposed by Boydstun et al. [40] to track themedia’s
framing of policy issues.

cluster labels in the prompts. Moreover, including the citation of the frame
inventory used in our experiments has a positive effect on the effectiveness
of some models (see Appendix A.6.1 for details).

7.2.4 Indicative Summary Presentation

Given the generated labels of all sentence clusters and the frame labels as-
signed to each cluster label, our indicative summary groups the cluster la-
bels by their respective frame labels. The cluster label groups of each frame
label are then ordered by cluster size. This results in a two-level indicative
summary, as shown in Figures 7.1 and 7.4.

7.3 Comprehensive Analysis of Prompt Engineering

Using prompt-based LLMs for generative cluster labeling and frame assign-
ment requiresmodel-specific prompt engineering as a preliminary step. We
explored the 19 model variants listed in Table 7.2. To select the most ap-
propriate models for our task, we consulted the HELM benchmark [175],
which compares the effectiveness of different LLMs for different tasks.
Further, we have included various recently released open source models
(with optimized instructions) as they were released. Since many of them
were released during our research, we reuse prompts previously optimized
prompts for the newer models.7

7See Appendices A.5 and A.6 for details.
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7.3.1 Cluster Labeling

The prompts for the encoder-decoder model T0 are based on the Prompt-
Source [17] toolkit. We have experimentedwith different prompt templates
and tried different combinations of input types (e.g. “text”, “debate”, “dis-
cussion”, and “dialogue”) and output types (e.g. “title”, “topic”, “sum-
mary”, “theme”, and “thesis”). The position of the instruction within a
prompt was also varied, taking into account prefix and suffix positions. For
decoder-only models like BLOOM, GPT-NeoX, OPT-66B, and OPT, we ex-
perimented with hand-crafted prompts. For GPT3.5, we followed the best
practices described in OpenAI’s API and created a single prompt.

Prompts were evaluated on amanually annotated set of 300 cluster labels
using BERTScore [341]. We selected the most effective prompt for each of
the above models for cluster labeling. Our evaluation in Section 7.4 shows
that GPT3.5 performs best in this task. Figure 7.3 (top) shows the best
prompt for this model.8

7.3.2 Frame Assignment

For frame assignment, models were prompted to predict a maximum of
three frame labels for a given cluster label, ordered by relevance. Experi-
ments were conducted with both direct instructions and dialogue prompts
in zero-shot and few-shot settings. In the zero-shot setting, we formu-
lated three prompts containing (1) only frame labels, (2) frame labels with
short descriptions, and (3) frame labels with full text descriptions (see Ap-
pendix A.6.2 for details). For the few-shot setting, we manually annotated
up to two frames from the frame inventory of Table 7.1 for each of the
300 cluster labels generated by the best model GPT3.5 in the previous step.
We included 42 examples (3 per frame) in the few-shot prompt containing
the frame label, its full-text description, and three examples. The remain-
ing 285 examples were used for subsequent frame assignment evaluation.
Our evaluation in Section 7.4 shows that GPT4 performs best on this task.
Figure 7.3 (bottom) shows its best prompt.

7.4 Purpose-driven Evaluation of Summary Usefulness

To evaluate our approach, we conducted automatic andmanual evaluations
focused on the cluster labeling quality and the frame assignment accuracy.
We also evaluated the utility of our indicative summaries in a purpose-

8ChatGPT and GPT4 were released after our evaluation.
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driven user study inwhich participants had the opportunity to explore long
discussions and provide us with feedback.

7.4.1 Data and Preprocessing

We used the “Winning Arguments” corpus from Tan et al. [291] as a data
source for long discussions. It contains 25,043 discussions from the Change-
MyView Subreddit that took place between 2013 and 2016. The corpus
was preprocessed by first removing noise replies and then meta-sentences.
Noise replies aremarked in themetadata of the corpus as “deleted” by their
respective authors, posted by bots, or removed by moderators. In addition,
replies that referred to the Reddit guidelines or forum-specific moderation
were removed using pattern matching (see Appendix A.3 for details). The
remaining replies were split into a set of sentences using Spacy [135]. To
enable the unit clustering (of sentences) as described in Section 7.2.1, the
set of meta-sentences M is bootstrapped by first clustering the entire set of
sentences from all discussions in the corpus and then manually examin-
ing the clusters to identify those that contain meta-sentences, resulting in
|M | = 955 meta-sentences. After filtering out channel-specific noise, the
(cleaned) sets of discussion sentences are clustered as described.

Evaluation Data From the preprocessed discussions, 300 sentence clus-
ters were randomly selected. Then, we manually created a cluster label and
up to three frame labels for each cluster. Due to the short length of the
cluster labels, up to two frames per label were sufficient. After excluding
57 examples with ambiguous frame assignments, we obtained a reference
set of 243 cluster label samples, each labeled with up to two frames.

7.4.2 Generative Cluster Labeling

The results of the automatic cluster labeling evaluation using BERTScore
and ROUGE are shown in (Appendix) Tables A.4 and A.5, respectively. We
find that ChatGPT performs best. To manually evaluate the quality of the
cluster labels, we used a ranking-based method in which four annotators
scored the generated cluster labels against the manually annotated refer-
ence labels of each of the 300 clusters. To provide additional context for the
cluster content, the fivemost semantically similar sentences to the reference
label from each cluster were included, as well as five randomly selected sen-
tences from the cluster. To avoid possible bias due to the length of the clus-
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ter labels by different models, longer labels were truncated to 15 tokens.9 To
determine an annotator’s model ranking, we merged the preference rank-
ings for all clusters using reciprocal rank fusion [70]. Annotator agreement
was calculated using Kendall’sW for rank correlation [159], which yielded
a value of 0.66, indicating substantial agreement.

The average ranking of each model is shown in Table 7.3 along with the
length distributions of the generated cluster labels.10 GPT3.5 showed su-
perior effectiveness in generating high-quality cluster labels. It ranked first
in 225 out of 300 comparisons, with an average score of 1.38 by the four
annotators. The cluster labels generated by GPT3.5 were longer on aver-
age (9.4 tokens) and thus more informative than those generated by the
other models, which often generated disjointed or incomplete labels. In
particular, T0 generated very short labels on average (3.1 tokens) that were
generic/non-descriptive.

7.4.3 Frame Assignment

In the zero-/few-shot frame assignment settings described in Section 7.3.2,
we prompted themodels to predict three frames per cluster label in order of
relevance. Using the manually annotated reference set of 243 cluster labels
and their frame labels, we evaluated the accuracy of the frames predicted
for each cluster label that matched the reference frames. The results for
the first predicted frame are shown in Table 7.4. In most cases, GPT4 out-
performs all other models in the various settings, with the exception of the
zero-shot setting with a short prompt, where GPT3.5 narrowly outperforms
GPT4 with 60.9% accuracy versus 60.5%. Among the top five models, the
GPT* models that follow direct user instructions perform consistently well,
with the LLaMA-/65B/-CoT and T0 models showing strong effectiveness
among the open-source LLMs. Conversely, the OPT model performs con-
sistently worse in all settings. The few-shot setting shows greater variance
in results, suggesting that the models are more sensitive to the labeled ex-
amples provided in the prompts. Including a citation to the frame inventory
paper in the instructions (see Figure A.8) significantly improved the effec-
tiveness of Falcon-40B (12%) and LLaMA-65B (9%) in the zero-shot setting
(see Appendix A.6.1 for details).

9Figure A.3 in the Appendix shows the annotation interfaces.
10As newer models were published after our manual evaluation, we show an automatic

evaluation of all models using human and GPT3.5-based reference labels in the Appendix
in Tables A.4 and A.5.
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7.4.4 Usefulness Evaluation

In addition to assessing each step of our approach, we conducted a user
study to evaluate the effectiveness of the resulting indicative summaries. In
this study, we considered two key tasks: exploration and participation. With
respect to exploration, our goal was to evaluate the extent to which the sum-
maries help users explore the discussion and discover new perspectives.
With respect to participation, we wanted to assess how effectively the sum-
maries enabled users to contribute new arguments by identifying the ap-
propriate context and location for a response.

We asked five annotators to explore five randomly selected discussions
from our dataset, for which we generated indicative summaries using our
approach with GPT3.5. To facilitate intuitive exploration, we developed
Discussion Explorer (see Section 7.4.5), an interactive visual interface for
the evaluated discussions and their indicative summaries. In addition to
our summaries, two baselines were provided to annotators for compari-
son: (1) the original web page of the discussion on ChangeMyView, and
(2) a search engine interface powered by Spacerini [3]. The search en-
gine indexed the sentences within a discussion using the BM25 retrieval
model. This allowed users to explore interesting perspectives by selecting
self-selected keywords as queries, as opposed to the frame and cluster labels
that our summaries provide. Annotators selected the best of these interfaces
for exploration and participation.

Results With respect to the exploration task, the five annotators agreed that
our summaries outperformed the two baselines in terms of discovering ar-
guments from different perspectives presented by participants. The inclu-
sion of argumentation frames proved to be a valuable tool for the anno-
tators, facilitating the rapid identification of different perspectives and the
accompanying cluster labels showing the relevant subtopics in the discus-
sion. For the participation task, three annotators preferred the original web
page, while our summaries and the search engine were preferred by the
remaining two annotators (one each) when it came to identifying the ap-
propriate place in the discussion to put their arguments. In a post-study
questionnaire, the annotators revealed that the original web page was pre-
ferred because of its better display of the various response threads, a feature
not comparably reimplemented in Discussion Explorer. The original web
page felt “more familiar.” However, we anticipate that this limitation can be
addressed by seamlessly integrating our indicative summaries into a given
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discussion forum’s web page, creating a consistent experience and a com-
prehensive and effective user interface for discussion participation.

7.4.5 Discussion Explorer

Our approach places emphasis on summary presentation by structuring in-
dicative summaries into a table of contents for discussions (see Section 7.2).
To demonstrate the effectiveness of this presentation style in exploring long
discussions, we have developed an interactive tool called Discussion Ex-
plorer.11 This tool illustrates how such summaries can be practically ap-
plied. Users can participate in discussions by selecting argumentation
frames or cluster labels. Figure 7.4 presents indicative summaries gener-
ated by different models, providing a quick overview of the different per-
spectives. This two-level table of contents-like summary provides effortless
navigation, allowing users to switch between viewing all arguments in a
frame and understanding the context of sentences in a cluster of the discus-
sion (see Figure A.4).

7.5 Summary

This chapter presented an unsupervised approach for generating indicative
summaries of long discussions to facilitate their exploration and naviga-
tion. Our summaries resemble tables of contents, which list argumentation
frames and concise abstractive summaries of the latent subtopics for a com-
prehensive overview of a discussion. By analyzing 19 prompt-based LLMs,
we found that GPT3.5 and GPT4 perform impressively, with LLaMA fine-
tuned using chain-of-thought being the second best. A user study of long
discussions showed that our summaries were valuable for exploring and
uncovering new perspectives in long discussions, an otherwise tedious task
when relying solely on the originalwebpages. Finally, we presentedDiscus-
sion Explorer, an interactive visual tool designed to navigate through long
discussions using the generated indicative summaries. This demonstrates
how indicative summaries can be used effectively in practical scenarios.

11https://discussion-explorer.web.webis.de/

https://discussion-explorer.web.webis.de/
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(a) Joint clustering of a discussion and meta-sentences D ∪M ′.

(b) The sampled meta-sentences M ′ ⊂ M highlighted gray.

(c) Classification of meta-sentence clusters to be omitted.

Figure 7.2: Effect of meta-sentence filtering: (a and b) A discussion’s sentences D
are jointly clustered with a sample of meta-sentencesM ′ ⊂ M . (c) Then each clus-
ter is classified as ameta-sentence cluster based on its proportion ofmeta-sentences
and its neighboring clusters. Meta-sentence clusters are omitted.
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Model
Variants

Description

Pre-InstructGPT

T0
vanilla

Encoder-decoder model trained on
datasets transformed as task-specific
prompts.

BLOOM
vanilla

A multlingual autoregressive model
with 176B parameters for prompt-
based text completion.

GPT-NeoX
20B

Open source alternative to GPT-3.

OPT
66B

Autoregressive model with similar
effectiveness to GPT-3, but more effi-
cient data collection and training.

Direct Instruction

LLaMA-CoT
vanilla

LLaMA-30B fine-tuned on chain-
of-thought and reasoning samples
[238].

Alpaca
7B

LLaMA-7B fine-tuned based on 52k
self-instruct responses [326].

OASST
vanilla

LLaMA-30B fine-tuned on the Ope-
nAssistant Conversations dataset
[165] using reinforcement learning.

Pythia
12B

Suite of LLMs trained on public data
to investigate the effects of training
and scaling on various model proper-
ties.

GPT*
3.5, Chat, 4

OpenAI models GPT3.5 (text-davinci-
003), ChatGPT (gpt-3.5-turbo), and
GPT4.

Dialogue Instruction

LLaMA
30B, 65B

Suite of open-source LLMs from
Meta AI trained on public datasets.

Vicuna
7B, 13B

LLaMA models fine-tuned using
conversations collected by ShareGPT
(https://sharegpt.com)

Baize
7B, 13B

Open source chat model trained on
100k dialogues generated by letting
ChatGPT (GPT 3.5-turbo) talk to it-
self.

Falcon
40B,
40B-Instruct

Trained on the RefinedWeb corpus
[228], which was obtained by filter-
ing and deduplication of public web
data.

Table 7.2: LLMs studied for cluster labeling and frame assignment. Older mod-
els are listed by Pre-InstructGPT (prior to GPT3.5) and newer models are listed
by their respective prompt types investigated ( Direct / Dialogue ). See Appen-
dices A.5 and A.6 for details.

https://sharegpt.com
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GPT3.5 for Generative Cluster Labeling

Generate a single descriptive phrase that describes the following debate in
very simple language, without talking about the debate or the author.
Debate: """{text}"""

GPT4 for Frame Assignment

The following {input_type}a contains all available media frames as defined
in the work from {authors}: {frames} For every input, you answer with three
of these media frames corresponding to that input, in order of importance.

aA list of frame labels or a JSON with frame labels and their descriptions.

Figure 7.3: Best performing instructions for cluster labeling and frame assign-
ment. For frame assignment, providing the citation for the frame inventory via
the placeholder {authors} positively affects the effectiveness of some models (Ap-
pendix A.6.1).

Model Mean Rank # First Length

Min Max Mean
GPT3.5 1.38 225 3 27 9.44
BLOOM 2.95 33 1 37 8.13
GPT-NeoX 3.20 20 1 34 7.42
OPT 3.36 12 1 30 8.27
T0 3.72 28 1 18 3.10

Table 7.3: Results of the qualitative evaluation of generative cluster labeling.
Shown are (1) the mean rank of a model from four annotators and (2) the number
of times a model was ranked first by an annotator. GPT3.5 (text-davinci-003) per-
formed better than other models and generated longer labels on average.
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Model Zero-Shot Few-Shot

– short full

Alpaca-7B 39.1 39.5 28.4 20.6
Baize-7B 34.2 34.6 39.1 30.9
Baize-13B 42.4 48.1 42.0 39.5
BLOOM 26.7 31.7 25.5 –
ChatGPT 60.92 58.03 58.82 63.42
Falcon-40B 46.5 46.5 46.1 38.3
Falcon-40B-Inst. 51.4 44.4 32.9 28.4
GPT3.5 53.53 60.91 58.03 53.94
GPT4 63.41 60.52 65.41 67.11

GPT-NeoX 19.3 25.1 31.3 31.3
LLaMA-30B 45.7 41.2 39.1 40.7
LLaMA-CoT 46.9 54.34 49.8 57.23
LLaMA-65B 53.14 50.65 39.5 –
OASST 48.65 48.1 53.55 47.7
OPT 16.0 13.2 14.8 –
Pythia 31.7 33.3 30.5 29.6
T0 48.65 54.34 55.64 49.85
Vicuna-7B 28.4 36.2 35.4 20.2
Vicuna-13B 44.0 40.7 42.0 38.3

Table 7.4: Results of an automatic evaluation of 19 LLMs (sorted alphabetically)
for frame assignment, indicating the five best models in each setting. Shown are
the percentages of samples where the first frame predicted by a model is one of
the reference frames. The three zero-shot columns denote the prompt type: frame
label only, label with short description, and label with full description. Model types
are also indicated: Pre-InstructGPT , Direct / Dialogue . Missing values are
model inferences that exceed our computational resources.
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CMV: The "others have it worse" argument is terrible and should never be used in an actual conversation with a 
depressed person

Figure 7.4: Discussion Explorer provides a concise overview of indicative sum-
maries from various models for a given discussion. The summary is organized
hierarchically: The argument frames act as heading, while the associated cluster
labels act as subheadings, similar to a table of contents. Cluster sizes are also indi-
cated. Clicking on a frame lists all argument sentences in a discussion that assigned
to that frame, while clicking on a cluster label shows the associated argument sen-
tences that discuss a subtopic in the context of the discussion (see Figure A.4).
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Summary Explorer: Visual Analytics
for the Qualitative Assessment of the

State of the Art in Text Summarization
Through the previous chapters, this thesis has introduced a variety of novel
contributions, including datasets and models, aimed at summarizing di-
verse forms of user-generated discourse such as news editorials, social me-
dia posts, argumentative texts, and long discussions. In the following two
chapters, we shift our focus to the evaluation and comparison of various
state-of-the-art text summarization models developed by the research com-
munity over the years. The standard practice of evaluating text summa-
rization is to compare the generated summary with one or more reference
summaries to compute content overlap. While automatic metrics offer a re-
peatable and computationally efficient evaluation method, they often fail
to provide a comprehensive assessment of summary quality (as described
in Chapter 2). Specifically, they struggle to capture the relationship be-
tween the summary and the source document, track the provenance of the
summary, address the position bias in supervised models that favor certain
parts of a document, identify hallucinations, and evaluate the faithfulness
of the summary to the source document. To address these shortcomings,
this chapter introduces Summary Explorer a tool that provides novel visu-
alizations for comparing source document and all its summaries, as well as
multiple summaries against each other, designed to facilitate an easy, qual-
itative comparison of several state-of-the-art models.

133
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CNN 
DailyMail XSum TL;DR A B C D E

Document Summary A

Summary B

Summary C

Summary D

Content coverage
What parts of a doc. are captured by its summary?

Hallucination faithfulness
What are the hallucinations in a summary?

Entity coverage / faithfulness
Which entities from a doc. are captured by its summary?

Relation coverage / faithfulness
Which relations from a doc. are captured by its summary?

Position bias within a document
Which parts of a single doc. do all summaries come from?

Position bias across documents
Which parts of all docs. do all summaries come from?

1

2

3

4

Figure 8.1: Overview of Summary Explorer. Its guided assessment process works
in four steps: (1) corpus selection, (2) quality aspect selection, (3) model selec-
tion, and (4) quality aspect assessment. Exemplified is the assessment of the con-
tent coverage of the summaries of four models for a source document from the
CNN/DM corpus. For each summary sentence, its two most related source docu-
ment sentences are highlighted on demand.

8.1 Limitations of Automatic Evaluation Metrics

Currently, the progress in text summarization is tracked primarily using
automatic evaluation with ROUGE [176] as the de facto standard for quan-
titative evaluation. ROUGE has proven effective for evaluating extractive
systems, measuring the overlap of word n-grams between a generated sum-
mary and a reference summary (ground truth). Still, it only provides an ap-
proximation of amodel’s capability to generate summaries that are lexically
similar to the ground truth. Moreover, ROUGE is unsuitable for evaluating
abstractive summarization systems, mainly due to its inadequacy in cap-
turing all semantically equivalent variants of the reference [97, 167, 215].
Besides, a reliable automatic evaluation of a summary is challenging [184]
and strongly dependent on its purpose[149].

A robustmethod to analyze the effectiveness of summarizationmodels is
to manually inspect their outputs from individual perspectives such as cov-
erage of key concepts and linguistic quality. However, manual inspection
requires obtaining the outputs of certain models, delineating a guideline
that comprises particular assessment criteria, and ideally utilizing proper
visualization techniques to examine the outputs efficiently.

To this end, we present Summary Explorer (Figure 8.1), an online in-
teractive visualization tool that assists humans (researchers, experts, and
crowds) to inspect the outputs of text summarization models in a guided
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fashion. Specifically, we compile and host the outputs of several state-of-
the-art models (currently 55) dedicated to English single-document sum-
marization. These outputs cover three benchmark summarization datasets
comprising semi-extractive to highly abstractive ground truth summaries.
The tool facilitates a guided visual analysis of three important summary
quality criteria: coverage, faithfulness, and position bias, where tailored visu-
alizations for each criterion streamline both absolute and relative manual
evaluation of summaries. Overall, our use cases (see Section 8.3.3) demon-
strate the ability of Summary Explorer to provide a comparative exploration
of the state-of-the-art text summarization models, and to discover interest-
ing cases that cannot likely be captured by automatic evaluation.

Related Work

Leaderboards such as Paperswithcode,1 ExplainaBoard2 andNLPProgress3
provide an overview of state of the art in text summarizationmainly accord-
ing to ROUGE. These leaderboards simply aggregate the scores as reported
by themodels’ developers, where the reported scores can be obtained using
different implementations. Hence, a fair comparison become less feasible.
For instance, the Bottom-Upmodel [109] uses a different implementation of
ROUGE,4 compared to the BanditSum model [85].5 Besides, for a qualita-
tive comparison of themodels, one needs tomanually inspect the generated
summaries, which are missing from such leaderboards.

To address these shortcomings, VisSeq [324] aids developers to locally
compare theirmodel’s outputswith the ground truth, providing lexical and
semantic comparisons along with statistics such as most frequent n-grams
and sentence score distributions. LIT [294] provides similar functionality
for a broader range of NLP tasks, implementing a work-bench-style debug-
ging of model behavior, including visualization of model attention, confu-
sion matrices, and probability distributions. Closely related to our work
is SummVis [311], the recently published tool that provides a visual text
comparison of summaries with a reference summary as well as a source
document, facilitating local debugging of hallucinations in the summaries.

Summary Explorer draws from these developments and adds three miss-
ing features: (1) Quality-criteria-driven design. Based on a careful liter-
ature review of qualitative evaluation of summaries, we derive three key

1https://paperswithcode.com/task/text-summarization
2http://explainaboard.nlpedia.ai/leaderboard/task-summ/
3https://nlpprogress.com/english/summarization.html
4https://github.com/sebastianGehrmann/rouge-baselines
5https://github.com/pltrdy/rouge

https://paperswithcode.com/task/text-summarization
http://explainaboard.nlpedia.ai/leaderboard/task-summ/
https://nlpprogress.com/english/summarization.html
https://github.com/sebastianGehrmann/rouge-baselines
https://github.com/pltrdy/rouge
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quality criteria and encode them explicitly in the interface of our tool. Other
existing tools render these criteria implicit in their underlying design. (2) A
step-by-step process for guided analysis. From the chosen quality criteria,
we formulate concise and specific questions needed for a qualitative evalua-
tion, and provide a tailored visualization for each question. While previous
tools utilize visualization and enable users to (de)activate certain features,
they oblige the users to figure out the process themselves, which can be
overwhelming to non-experts. (3) Compilation of the state of the art. We
collect the outputs of more than 50 models on three benchmark datasets
providing a comprehensive overview of the progress in text summariza-
tion. Summary Explorer complements prior tools and also provides direct
access to the state of the art in text summarization, encouraging rigorous
analysis to support the development of novel models.

8.2 Designing Interfaces for Visual Exploration of Summaries

The design of Summary Explorer derives from first principles, namely the
three quality criteria coverage, faithfulness, and position bias of a summary
in relation to its source document. These high-level criteria are frequently
manually assessed throughout the literature. Since their definitions vary,
however, we derive from each criterion a total of six specific aspects that
are more straightforwardly operationalized in a visual exploration (see Fig-
ure 8.1, Step 2). To render the aspects more directly accessible to users, each
is “clarified” by a guiding question that can be answered by a tailored vi-
sualization. Below, the three quality criteria are discussed, followed by the
visual design.

8.2.1 Summary Quality Criteria

Coverage A primary goal of a summary is to capture the important infor-
mation from its source document. Accordingly, a standard practice in sum-
mary evaluation is to assess its coverage of the key content [149, 190, 223].
In many cases, a comparison to the ground truth (reference) summary can
be seen as a proxy for coverage, which is essentially the core idea of ROUGE.
However, since it is hard to establish an ideal reference summary [192], a
comparison against the source document is more meaningful. Although
an automatic comparison against it is feasible [185, 273], deciding what is
important content is highly subjective [231]. Therefore, authors resort to a
manual comparison instead [125]. We operationalize coverage assessment
by visualizing a document’s overlap in terms of content, entities, and entity
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relations with its summary. Content coverage refers to whether a summary
condenses information from all important parts of a document, measured
by common similaritymeasures; entity coverage contrasts the sets of named
entities identified in both summary and document; and relation coverage
does the same, but for extracted entity relations.

Faithfulness A more recent criterion that gained prominence especially
in relation to neural summarization is the faithfulness of a summary to its
source document [54, 198]. Whereas coverage asks if the document is suf-
ficiently reflected in the summary, faithfulness asks the reverse, namely if
the summary adds something new, questioning its appropriateness. Due to
their autoregressive nature, neural summarization models have the unique
property to “hallucinate” new content [168, 345]. This is what enables ab-
stractive summarization, but also bears the risk of generating content in a
summary that is unrelated to the source document. The only acceptable
hallucinated content in a summary must be textually entailed by its source
document, which renders an automatic assessment challenging [88, 98].
We operationalize faithfulness assessment by visualizing previously unseen
words in a summary in context, aligned with the best-matching sentences
of its source document.

Position bias Data-driven approaches, such as neural summarization
models, can be biased by the domain of their training data and learn to ex-
ploit common patterns. For example, news articles are typically structured
according to an “inverted pyramid,” where the most important information
is given in the first few sentences [237], and which models learn to exploit
[158, 327]. Non-news texts, such as social media posts, however, do not
adopt this structure and thus require an unbiased consideration to obtain
proper summaries [284]. We operationalize position bias assessment by
visualizing the parts of a document that are the source of its summary’s
sentences, as well as the ones that are common among a set of summaries.

8.2.2 Visual Design

Guided Assessment Summary Explorer implements a streamlined process
to guide summary quality assessment, consisting of four steps (see Fig-
ure 8.1). (1) A benchmark dataset is selected. (2) A list of available sum-
mary quality aspects is offered each with a preview of its tailored visualiza-
tion and its interactive use. (3)Applying Shneiderman’s (1996)well-known
Visual Information-seeking Mantra (“overview first, zoom and filter, then
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details-on-demand”), an overview of all models as a heatmap over aver-
ages of several quantitative metrics is shown (Figure 8.2a), which enables
a targeted filtering of the models based on their quantitative performance.
The heatmap of average values paints only a rough picture; upon model
selection, histograms of each model’s score distribution for each metric are
available. (4) After models have been selected, the user is forwarded to the
corresponding quality aspect’s view.

The visualizations for the individual aspects of the three quality criteria
share the property that two texts need to be visually aligned with one an-
other.6 Despite this commonality, we abstain from creating a single-view
visualization “stuffed” with alternative options. We rather adopt a mini-
malistic design for the assessment of individual quality aspects.

Coverage View (Figure 8.2b,c,d) Content coverage is visualized as align-
ment of summary sentences and document sentences at the semantic and
lexical level in a full-text side-by-side view. Colorization indicates differ-
ent types of alignments. For entity coverage (relation coverage), a corre-
sponding side-by-side view lists named entities (relations) in a summary
and aligns themwith named entities (relations) in its source document. For
unaligned relations, corresponding document sentences can be retrieved.

Faithfulness View (Figure 8.3, Case A) Hallucinations are visualized by
highlighting novel words in a summary. For each summary sentence with
a hallucination, semantically and lexically similar document sentences are
highlighted on demand. Since named entities and thus also entity relations
form a subset of hallucinated words, the above coverage views do the same.
Also, in an aggregated view, hallucinations found in multiple summaries
are ordered by frequency, allowing to inspect a particular model with re-
spect to types of hallucinations.

Position Bias View (Figure 8.2e,f) Position bias is visualized for all mod-
els given a source document, and for a specific model with respect to all its
summaries in a corpus. The former is visualized as a text heatmap, where a
gradient color indicates for every sentence in a source document howmany
different summaries contain a semantically or lexically corresponding sen-
tence. The latter is visualized by a different kind of heatmap for 50 ran-
domly selected model summaries, where each summary is projected on a
single horizontal bar representing the source document. Bar length reflects

6A visualization paradigm recently surveyed by Yousef and Jänicke [335].
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document length in sentences and aligned sentences are colored to reflect
lexical or semantic alignment.

Aggregation Options Most of the above visualizations show individual
pairs of source documents and a summary. This enables the close inspec-
tion of a given summary, and thus the manual assessment of a model by
sequentially inspecting a number of summaries for different source docu-
ments generated by the same model. For these views, the visualizations
also support displaying a number of summaries from different models for
a relative assessment of their summaries.

8.3 Corpora, Models, and Case Studies

We collected the outputs of 55 summarization approaches on the test sets of
three benchmark datasets for the task of single document summarization:
CNN/DM, XSum and Webis-TLDR-17. Each dataset has a different style of
ground truth summaries, ranging from semi-extractive to highly abstrac-
tive, providing a diverse selection of models. Outputs were obtained from
NLPProgress, meta-evaluations such as SummEval [97], REALSumm [29],
and in correspondence with the model’s developers.7

8.3.1 Summarization Corpora

Themost popular dataset, CNN/DM [132, 206], contains news articles with
multi-sentence summaries that aremostly extractive in nature [36, 167]. We
obtained the outputs from 45 models. While the original test split of the
dataset contained 11,493 articles, we discarded ones that were not summa-
rized by allmodels, resulting in 11,448 articles total. Thisminor discrepancy
is due to inconsistent usage by authors, such as reshuffling the order of ex-
amples, de-duplication of articles in the test set, choice of tokenization, text
capitalization, and truncation.

For the XSum dataset [209], the outputs of six models for its test split
(10,360 articles) were obtained. XSum contains news articles with more
abstractive single-sentence summaries compared to CNN/DM. The Webis-
TLDR-17 dataset [313] contains highly abstractive, author-provided (sin-
gle to multi-sentence) summaries of Reddit posts, although slightly noisier
than the other datasets [36]. We obtained the outputs from the four sub-
missions of the TL;DR challenge [284] for 250 posts.

7We sincerely thank all the developers for their efforts to reproduce and share their mod-
els’ outputs with us.
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8.3.2 Text Preprocessing

In a preprocessing pipeline, the input of a collection of documents, their
ground truth summaries, and the generated summaries from a givenmodel
were normalized. First, basic normalization, such as de-tokenization, uni-
fying model-specific sentence delimiters, and sentence segmentation were
carried out. Second, additional information, such as named entities and re-
lations were extracted using Spacy8 and Stanford OpenIE [14], respectively.
The latter extracts redundant relationswhere partial components such as ei-
ther the subject or the object are already captured by longer counterparts.
Such “contained” relations are merged into unique representative relations
for each subject.

Alignment Every output summary is aligned with its source document,
identifying the top two lexically and semantically related document sen-
tences for each summary sentence. Lexical alignment relies on averaged
ROUGE-{1,2,L} scores among the document and summary sentences. The
highest scoring document sentence is taken as the first match. The second
match is identified by removing all content words from the summary sen-
tence already captured by the first match, and repeating the process as per
Lebanoff et al. [171]. For semantic alignment, the rescaled BERTScore [341]
is computed between a summary sentence and all source document sen-
tences, with the top-scoring two sentences as candidates.

Summary Evaluation Measures Several standard evaluation measures
enable quantitative comparisons and filtering of models for detailed analy-
sis: (1) compression as the word ratio between a document and its summary
[118], (2) n-gram abstractiveness as per Gehrmann et al. [110] calculates a
normalized score for novelty by tracking parts of a summary that are al-
ready among the n-grams it has in commonwith its document, (3) summary
length as word count (not tokens), (4) entity-level factuality as per [207] as
percentage of named entities in a summary found in its source document,
and (5) relation-level factuality as percentage of relations in a summary found
in its source document. Finally, for consistency, we recompute ROUGE-
{1,2,L}9 for all the models.

8.3.3 Assessment Case Studies

We showcase the use and effectiveness of Summary Explorer by investigat-
ing twomodels (IMPROVE-ABS-NOVELTY, and IMPROVE-ABS-NOVELTY-LM)

8https://spacy.io
9https://github.com/google-research/google-research/tree/master/rouge

https://spacy.io
https://github.com/google-research/google-research/tree/master/rouge
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from Kryscinski et al. [166] that improve the abstraction in summaries by
including more novel phrases. We investigate the correctness of their hallu-
cinations (novel words in the summary), and identify hidden errors intro-
duced by the sentence fusion of the abstractive models.

Hallucinations via Sentence Alignment Hallucinations are novel words
or phrases in a summary that warrant further inspection. Accordingly, our
tool highlights them (Figure 8.3, Case A), directing the user to the respec-
tive candidate summary sentences whose related document sentences can
be seen on demand. For IMPROVE-ABS-NOVELTY, we see that the first can-
didate improves abstraction via paraphrasing, is concisely written, and cor-
rectly substitutes the term “offenses” with the novel word “charges”. The
second candidate also improves abstraction via sentence fusion, where two
pieces of information are combined: “bennett allegedly drove her daughter”,
and “victim advised she thought she was going to die”. The novel word “told”
also fits. However, the sentence fusion creates a wrong relation between the
different actors (“bennett allegedly told her daughter that she was going to die”),
which can be easily identified via the visual sentence alignment provided.

Hidden Errors via Relation Alignment The above showcase does not
capture all hallucinations. Summary Explorer also aligns relations extracted
from a summary and its source document to identify novel relations. For
IMPROVE-ABS-NOVELTY-LM, we see that the relation “she was arrested” is
unaligned to any relation in the source document (Figure 8.3, Case B).
Aligning the summary sentence to the document, we note that it is unfaith-
ful to the source despite avoiding hallucinations (“Bennett was released on
$10,500 bail”, and not “arrested on $10,500 bail”). The word “arrested” was
simply extracted from the document sentence (Figure 8.3, Case A). With-
out the visual support, identifying this small but important mistake would
have been more cognitively demanding for an assessor.

8.4 Summary

In this chapter, we presented Summary Explorer, an online interactive visu-
alization tool to assess the state of the art in text summarization in a guided
fashion. It enables analysis akin to close and distant reading in particular
facilitating the challenging inspection of hallucinations by abstractive sum-
marization models. The tool is available open source10 enabling local use.

10https://github.com/webis-de/summary-explorer

https://github.com/webis-de/summary-explorer
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We also welcome submissions of summaries from newer models trained on
the existing datasets as part of our collaboration with the summarization
community. We aim to expand the tool’s features in future work, exploring
novel visual comparisons of documents to their summaries for more reli-
able qualitative assessments of summary quality. Finally, it is important to
note that the accuracy of some of the views is influenced by the intrinsic
drawbacks of the toolkits used for named entity recognition and informa-
tion extraction.
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Figure 8.2: (a) Heatmap overview of 45 models for the CNN/DM corpus; ones
selected for analysis are highlighted red. Views for (b) the content coverage, (c) the
entity coverage, (d) the relation coverage, (e) the position bias across models for
a single document, (f) the position bias of a model across all documents as per
lexical and semantic alignment, (g) the distribution of quantitative metric scores
for a model.
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Aligned Document Spans Summary

A) Hallucinations via Sentence Alignment

B) Hidden Errors via Relation Alignment 

Aligned Document Span

Corresponding Summary Sentence

Summary Relations

Figure 8.3: Two showcases for identifying inconsistencies in abstractive summaries
using Summary Explorer. Case A depicts the verification of the correctness of hal-
lucinations by aligning document sentences. Case B depicts uncovering more sub-
tle hallucination errors by comparing unaligned relations.



9
Summary Workbench: Reproducible

Models and Metrics for Text
Summarization

The previous chapter introduced Summary Explorer, a visual analytics tool
developed to evaluate the summary quality of variousmodels across a static
corpus. However, researchers often need to generate summaries from these
models on their own unique corpora in the process of developing their own
summarization models. Additionally, given the abundance of automatic
evaluationmetrics available, there is a need for a tool that allows researchers
to effortlessly apply these metrics to their own corpora. To address these
needs, this chapter presents SummaryWorkbench, a tool that can be deployed
locally and enables researchers to employ multiple state-of-the-art summa-
rization models on their own corpora. This tool also facilitates the eval-
uation of these summaries using various automatic metrics, all integrated
within a unified user interface. Moreover, Summary Workbench allows for
a visual comparison of summaries from different models for a specific cor-
pus, with other summaries as well as their source document. The tool em-
phasizes the importance of reproducibility by enabling researchers to share
their models and metrics, along with their dependencies, as self-contained
plugins with the summarization research community.

9.1 Addressing the Requirements for Summarization Researchers

Automatic text summarization reduces a long text to its most important
parts and generates a summary. Usually, a learning-based summarization

145



146 9.1 Addressing the Requirements for Summarization Researchers

model is developed in two basic steps: model development and model evalua-
tion. Given a collection of documents accompanied by one or more human-
written (reference) summaries, first a set of features representing the doc-
uments is manually created or automatically extracted through supervised
learning. The resulting model is then used to generate one or more (can-
didate) summaries, which are analyzed manually and/or with evaluation
measures for their similarity to the reference summaries. These steps are
iterated, optimizing the model and its parameters using a validation set.
The models that perform best in the validation are selected for evaluation
on the test set. With standardized test sets for each document collection,
comparisons with models created earlier are reported.

However, these steps are associated with comparatively tedious tasks:
During model development, summaries of individual documents are often
generated and immediately evaluated to identify deficiencies and improve
the model, including comparisons to other models. The latter requires
third-party models to be operational despite their heterogeneous software
stacks. Such “on-the-fly evaluation” during development entails that can-
didate and reference summaries as well as source documents are analyzed
manually or by automaticmeasures. Thismulti-text comparison is often not
supported by visualization, although this leads to a better understanding of
the content coverage and possible selection biases of amodel [286, 311]. The
analysis of evaluation results for model selection also benefits from visual
support [294]. Previous research in the field of automatic summarization
has not yet resulted in a unified set of tools for these purposes which is the
main goal of this paper.

With Summary Workbench, we introduce the first unified combination
of application and visual evaluation environments for text summarization
models. Currently, it integrates 15 well-known summarization models
(26 variants in total) and 10 standard evaluation measures from the liter-
ature. With FeatureSum, it also includes a new feature-based extractive
summarization model that implements features from the literature predat-
ing the deep learning era. Underlying all of the above is a specification and
interface that allows easy integration of new models and measures to facil-
itate large-scale experiments and their reproducibility.

In what follows, we first review existing tools to assist summarization re-
search and development. Section 9.2 overviews the key design principles
of the SummaryWorkbench, and Section 9.3 provides a complete overview of
all the models and measures hosted to date. Included are general-purpose
models, guided models that accept user prompts to guide summary gener-
ation, and models tailored to argumentative language and to news articles.
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A wide range of commonly employed evaluation measures are included,
covering both lexical as well as semantic overlap measures.1

Related Work

The development of tools for summarization research has gained momen-
tum recently, and several tools have been presented for (sub)tasks of the
two steps above: Tools such as HuggingFace [330], FairSeq [218], Summer-
Time [217], TorchMetrics [77], SacreROUGE[78], PyTorch Hub,2 and Ten-
sorFlow Hub3 focus on hosting several state-of-the-art text summarization
models and automatic evaluation measures. These tools have significantly
improved accessibility to working models. However, only some provide a
very minimal interface for inference of summaries and their online/offline
comparative analyses. Many authors also choose to share their models in-
dependently, be they on GitHub or elsewhere, as standalone repositories
instead of integrating with any tools. To lower the bar of (latter) integra-
tion asmuch as possible, SummaryWorkbench simplifiesmodel andmeasure
integration as plugins (using Docker). In this way, models under develop-
ment or private ones can be locally compared to others and can be archived
togetherwith all their dependencies for reproducibility. Similar efforts have
been made in the information retrieval community via the Docker-based
toolkit such as Anserini [332].

Tools such as LIT [294], SummVis [311], and Summary Explorer [286]
focus on qualitative model evaluation by providing static visual analyses of
the relation between the summary and its source document. SummaryWork-
bench adapts some of their visualizations next to new ones, and comple-
ments them with interactive visual analytics for quantitative evaluation ac-
cording to multiple measures. Users can explore the distribution of scores,
select data points of interest and inspect them in relation to the source doc-
ument to better understand the dataset.

The success of past summarization research and development has relied
a lot on in-depth manual error analyses. This being one of the most labori-
ous tasks in every natural language generation evaluation, we believe that
visually comparing summaries from multiple models for many different
texts, and contextualizing manual review with multiple measures is cru-
cial to both scale up error analysis, and to better understand the capabilities
and limitations of the technology. As this still requires juggling many dif-

1Source code is available at https://github.com/webis-de/summary-workbench.
2https://pytorch.org/hub/
3https://www.tensorflow.org/hub/

https://github.com/webis-de/summary-workbench
https://pytorch.org/hub/
https://www.tensorflow.org/hub/
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ferent, incompatible tools, the unified approach of SummaryWorkbench aims
at lowering the bar for scaling up interactive experimentation.

9.2 A Unified Interface for Applying and Evaluating State-of-the-
Art Models and Metrics

SummaryWorkbench implements two interactive views corresponding to the
two basic summarization model development steps: a summarization view
and an evaluation view.
Summarization via Multiple Models Summary Agreement Analysis

Figure 9.1: Two key components of the summarization view: On the left, an in-
put text can be summarized via multiple extractive and abstractive summariza-
tionmodels; lexical overlap is highlighted on demand for each candidate summary
and can be adjusted for varying n-gram lengths. On the right, content agreement
among summaries from different models; any summary can be selected as the ref-
erence against which the others can be visually compared.

9.2.1 Summarization View

Figure 9.1 depicts the summarization view that allows using multiple ex-
tractive/abstractive summarization models to summarize texts, web pages,
or scientific documents on demand, controlling for summary length. For
scientific documents, relevant sections from a given paper to be summa-
rized can be chosen. Explicit guidance signals for focused summarization
can be provided as input to correspondingmodels (reviewed in Section 9.3).

Generated summaries (candidates) can be visually inspected for their
lexical overlaps (highlighted on demand) with their source document or
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with another summary. This provides a quick overviewof themodels’ effec-
tiveness at capturing important content as well as any factual errors preva-
lent in abstractive summarization [198]. Additional functionalities include
uploadingmultiple documents to be summarized via a single file, and com-
mand line access to all models.

Content Overlap Viewer Interactive Plotter

Figure 9.2: Two key components of the evaluation view: On the left, a text overlap
viewer displays content coverage of the summaries in relation to the source docu-
ment via lexical and semantic overlap (via Spacy embeddings). On the right, an
interactive plotter allows selecting examples with specific scores for a combination
of evaluation measures. Additionally, the distribution of scores is also shown.

9.2.2 Evaluation View

Figure 9.2 shows the evaluation view, where candidate summaries are com-
pared with reference summaries using multiple lexical/semantic content
overlapmeasures. Candidate summaries frommultiple models, either gen-
erated using the summarization view or uploaded as a file where each
example is encoded as < doc, ref, c1, c2, ..., cn > can be evaluated. Lex-
ical/semantic overlap of candidate/reference summaries ci/ref with the
source document doc can also be visualized. Computed scores can be neatly
exported as CSV or LATEX tables.

Scores from the evaluation measures can be further explored through
an interactive plotter. Among other things, the plotter allows users to visu-
ally correlate different evaluation measures, identify outliers/challenging
source documents or strongly abstractive summaries among the candidates.
This facilitates a deeper understanding of the quantitative performance of
the models as well as an understanding of the evaluation datasets. Two
more use cases of the interactive plotter are explained in Section 9.5.
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Visualizing correlation between evaluation metrics Comparing model variants via a single metric

Figure 9.3: Two example use cases of interactive plotter of the evaluation view: On
the left, correlations between pairs of evaluation measures are analyzed. On the
right, abstractive summaries from two variants of the T5 model for the chosen data
point (highlighted yellow) are shown.

9.2.3 Plugin Server

New summarization models and evaluation measures are integrated as
container-based plugins. A model/measure plugin can either be a local
directory or a remote Git repository containing specification of dependent
software and data (checkpoints, embeddings, lexicons), and implementa-
tions of the interfaces SummarizerPlugin andMeasurePlugin. Model meta-
data such as name, type, version, source, citation, and other custom argu-
ments are provided as YAML configurations. Each plugin runs inside a
Docker container with its own server that handles API calls following the
OpenAPI specification.4 This setup allows users to safely self-host the entire
application. Developed plugins can be easily shared with the community
via DockerHub images or Git repositories. Examples are found in our tool’s
technical documentation.5

9.3 Models and Measures

Summary Workbench hosts 15 extractive/abstractive summarization models
and 10 lexical/semantic evaluation measures for English text. Each of these

4https://www.openapis.org
5https://webis.de/summary-workbench/

https://www.openapis.org
https://webis.de/summary-workbench/
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Summarizer Model

BERTSummarizer distilbert-base-uncased
LoBART podcast_4K_ORC
Longformer2Roberta patrickvonplaten/longformer2roberta-

cnn_dailymail-fp16
ConcluGen dbart
CLIFF pegasus_cnndm
COOP megagonlabs/bimeanvae
BART facebook/bart-large
Pegasus google/pegasus
T5-Base huggingface.co/t5-base
Evaluator Model

BARTScore facebook/bart-large-cnn
Spacy Similarity en_core_web_lg
SBERT roberta-large-nli-stsb-

mean-tokens
BLEURT bleurt-base-128
BERTScore roberta-large-mnli
Greedy Matching glove.6B.300d
MoverScore MoverScoreV1

Table 9.1: Summarizers and evaluators currently available in Summary Work-
bench.

is configured as a Docker-based plugin that can be customized and instan-
tiated accordingly. For details on model checkpoints, see Table 9.1.

9.4 Curated Artifacts and Interaction Scenarios

In this section, we initially introduce the assortment of summarizationmod-
els and evaluation metrics incorporated in the tool. Subsequently, we dis-
cuss the interaction scenarios that the tool supports, which allow for the
comparison and analysis of scores from multiple metrics in relation to each
other. This is particularly useful for a given source document and its corre-
sponding summaries.

9.4.1 Summarization Models

Weprovide a diverse set ofmodels applicable tomultiple text domains such
as news, argumentative texts, webpages, andproduct reviews. Model types
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include extractive, abstractive, supervised, unsupervised, and guided sum-
marization, the latter requiring additional user input.

General-purpose Summarization

Models that work in an unsupervised fashion or leverage external knowl-
edge via contextual embeddings are supposed to be capable of summariz-
ing any kind of text. We provide the following models suitable for general-
purpose text summarization.
FeatureSum. is our new extractive summarization model which scores a
sentence in the text based on a combination of standard features to iden-
tify key sentences [186, 212]: TF-IDF, content units (named entities, noun
phrases, numbers), position in text, mean lexical connectivity (number of
tokens shared with the remaining sentences), ratio of words that are not
stop words, length (relative to the longest sentence in the text), and word
overlap with the title. The final score of a sentence is the product of the in-
dividual feature values. Sentences are then ranked based on these scores
to produce the final summary. Different combinations of these features can
be chosen by simply toggling them in the interface. This also allows for dy-
namically reproducing existing models from the literature provided their
specific feature sets are available.
TextRank. [201] is a graph-based model which employs PageRank [42]
on the document graph consisting of sentences as nodes to compute the
strength of their connections. Top-ranked sentences within a length budget
are taken as the extractive summary. We also provide the two variants Po-
sitionRank and TopicRank, which consider the sentence position and its
overlap with topic sentence (document’s title or its first sentence) to com-
pute the ranking via PyTextRank [210].
BERTSum. [202] employs contextual embeddings from BERT [83] to extract
key sentences in an unsupervised fashion by first clustering all sentence em-
beddings using k-means [129] and then retrieving those closest to the cen-
troids as the summary.
PMISum. [221] is an unsupervised extractive model that includes measures
to score the relevance and redundancy of the sentences of the source doc-
ument. These measures are based on pointwise mutual information (PMI)
computed by pre-trained language models. Summary sentences are se-
lected via a greedy algorithm to maximize relevance and minimize redun-
dancy.
LoBART. [189] addresses the input length limitations of transformers [309]
that restrict capturing long-span dependencies in long document summa-
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rization. Local self-attention and explicit content selection modules are in-
troduced to effectively summarize long documents such as podcast tran-
scripts and scientific documents.
Longformer2Roberta. effectively combines Longformer [26], developed for
processing long documents, and RoBERTa [182], a robustly trained BERT
model as the decoder, based on leveraging pre-trained checkpoints of large
language models [255].

Guided Summarization

The following models accept explicit inputs provided by users to guide the
summarization process towards generating user-specific summaries.
Biased TextRank. [156] is an extension of the TextRankmodel which takes an
explicit user input as the “focus”, represented via contextual embeddings
to guide the ranking of the document sentences. Summary extraction is
based on the semantic alignment between the document sentences and the
provided focus signal.
GSum. [86] is a guidance-based abstractive model that takes different types
of external guidance signals: text inputs, highlighted sentences, keywords,
or extractive oracle summaries derived from the training data. These sig-
nals along with the source text are used to generate focused and faithful
abstractive summaries.

Argument Summarization

Summarizing argumentative texts (opinions, product reviews) requires
that the model be able to identify high-quality, informative, and argumen-
tative sentences from the text. We provide three models specifically devel-
oped for this task.
ArgsRank. [10] is an extractivemodel for creating argument snippets. It aug-
ments TextRank with two new criteria: centrality in context and argumenta-
tiveness to help the model retrieve important and argumentative sentences.
ConcluGen. [287] is a transformer model for generating informative con-
clusions of argumentative texts by balancing the trade-off between ab-
stractiveness and informativeness of the output. It was finetuned on the
Webis-ConcluGen-21 corpus comprised of pairs of argumentative text and
a human-written conclusion.
COOP. [143] is an unsupervised opinion summarization model that em-
ploys latent vector aggregation by searching for optimal input combinations
of sentence embeddings to address the summary vector degeneration prob-
lem caused by simple averaging. Specifically, it finds convex combinations
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that maximize the word overlap between the source document and its sum-
mary.

News Summarization

A majority of the existing summarization models are trained on news
datasets, since news have been and are readily available. Thesemodels have
shown strong performance in creating fluent abstractive summaries [140].
We provide the following models for summarizing news.
BART. [173] is a transformer-based denoising autoencoder for pre-training
sequence-to-sequencemodels. Itsmain objective is to reconstruct the source
text corrupted by employing arbitrary noising functions (masking text
spans, randomly shuffling sentences) which helps the model learn better
representations of the source texts for text summarization [140].
T5. [245] is a unified text-to-text transformer-based model that exploits the
strengths of transfer learning on a variety of problems that can be mod-
eled as text generation tasks. A task-specific prefix is added to each input
sequence (e.g., “summarize:<document>”) that teaches themodel to sum-
marize accordingly.
Pegasus. [339] is a transformer model pre-trained with a self-supervised
summarization-specific training objective called “gap-sentences genera-
tion”: important sentences are removed/masked from the source text and
must be jointly generated as output from the remaining sentences, similar
to an extractive summary.
CLIFF. [53] leverages contrastive learning for generating abstractive sum-
maries that are faithfully and factually consistent with the source texts. Ref-
erence summaries are used as positive examples while automatically gen-
erated erroneous summaries are used as the negative examples for training
the model.
Newspaper3k. is an open-source library for extracting news articles from the
web which provides a module for extractive summarization that ranks sen-
tences based on keywords and title words.6

9.4.2 Evaluation Measures

Automatic evaluation measures for summarization typically quantify the
lexical/semantic overlap of a candidate summary with a reference sum-
mary. We provide the following measures covering both.

6https://newspaper.readthedocs.io/en/latest/

https://newspaper.readthedocs.io/en/latest/
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Lexical Measures

Measures based on lexical overlap return precision, recall, or F1 scores on
varying granularities of text between the candidate summary and one or
more reference summaries.
BLEU. [225] is a standardmeasure formachine translation adapted for sum-
marization. It includes a brevity penalty to account for length differences
while computing n-gram overlap.
ROUGE. [176] is themost commonmeasure for summarizationwhich com-
putes precision, recall, and F1 scores based on n-gram overlap, where n-
grams include unigrams, bigrams, and the longest common subsequence.
METEOR. [20] aligns a candidate with a set of references by mapping each
unigram of a candidate to 0/1 unigrams of the reference based on exact,
stem, synonym, and paraphrasematches. It then computes precision, recall,
and F9 scores (i.e., weighted harmonic mean, strongly emphasizing recall)
based on that.
CIDEr. [310] is a consensus-basedmeasure (originally for evaluating image
captioning) which measures the similarity of a candidate against a set of
references by counting the frequency of the common n-grams of a candi-
date.

Semantic Measures

Measures based on semantic overlap compute the semantic alignment be-
tween candidates and references at the token/word/sentence level based on
their static/contextual embeddings.
GreedyMatching. [256] aligns a candidate and a reference by greedilymatch-
ing each candidate word to a reference word based on their embeddings’
cosine similarity. Average similarity over all candidate words aligned to ref-
erence words and vice versa are computed whose average is the final score.
MoverScore. [344] combines contextual embeddings from BERT using the
word mover’s distance [170] to compare a candidate against a set of refer-
ences by considering both the amount of shared content aswell as the extent
of deviation between them.
BERTScore. [341] computes a similarity score for each candidate token with
each reference token using contextual embeddings fromBERT. Themeasure
is also robust to adversarial modifications of the generated text.
BLEURT. [271] is a learned measure based on BERT that models human
judgments with a few thousand biased training examples. The model is
pre-trained using millions of synthetic examples created via scores from
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Figure 9.4: Customization options available for visualization of document and
summary overlap. Users can select the minimum word overlap, preserve dupli-
cate words, and ignore stop words to be visualized. Also, they can instantly pre-
view each color scheme and set it as their default. The tool provides colorful, soft
gradient-based, and grayscale schemes to account for color blindness.

existingmeasures (BLEU, ROUGE, BERTScore), and textual entailment, for
better generalization.
BARTScore. [336] uses the weighted log probability of generating one text
given another to compute faithfulness (source→ candidate), precision (ref-
erence → candidate), recall (candidate→ reference), and the F1 score.
CosineSim. includes two embedding-based cosine similaritymeasures using
Spacy word vectors [135] and Sentence-BERT [249].

9.5 Interaction Use Cases

Figure 9.3 shows two use cases of the interactive plotter. First, users can an-
alyze any correlation between two measures of choice for a summarization
model. Here, we find that MoverScore and BERTScore have strong corre-
lation as they both employ contextual embeddings from BERT to compute
the overlap between candidate and reference summaries. Likewise, we find
that the static token embeddings from Spacy have a broader distribution of
scores in comparison.

As a second use case, the interactive plotter allows comparing two vari-
ants of the same model architecture using any measure. Here, we inspect
the T5 model (its 3B and 11B variants) using BERTScore to find that the
larger variant generates a summary very similar to the reference while the
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smaller variant creates a summary that is topically related but not accurate
in comparison to the reference.

9.6 Summary

In this chapter, we presented SummaryWorkbench, a tool that unifies the ap-
plication and evaluation of text summarization models. The tool supports
integrating summarizationmodels and evaluationmeasures of all kinds via
a Docker-based plugin system that can also be locally deployed. This allows
safe inspection and comparison of models on existing benchmarks and easy
sharing with the research community in a software stack-agnostic manner.
We have curated an initial set of 15 models (26 including all variants) and
10 evaluation measures and welcome contributions from the text summa-
rization community. An extension of the tool’s features to related text gen-
eration tasks such as paraphrasing and question answering is foreseen.
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10
Conclusion

This thesis presented data, methods, and evaluation tools to develop sum-
marization technology for user-generated discourse. In contrast to the ma-
jority of the studies on summarization that primarily target news articles,
my thesis focuses on textual sources like social media posts, argumentative
texts, and forum discussions in particular. The following sections summa-
rize the key contributions and discuss future research directions.

10.1 Key Contributions of the Thesis

Contributions are grouped into three categories: (1) data, (2) methodolo-
gies, and (3) evaluation strategies.

Data We developed three new corpora for the domains of news editorials,
social media posts, and argumentative texts. The former corpus demon-
strates a systematic way to define and operationalize the annotation of high-
quality summaries. The remaining corpora are large-scale datasets con-
structed using author-provided signals of summaries.

1. Webis-EditorialSum-20 Corpus: Abstractive summarization of ar-
gumentative texts has hardly been explored. To this end, we targeted
news editorials, i.e., opinionated articles with a well-defined argu-
mentation structure that do not follow the inverted pyramid style of
writing. With Webis-EditorialSum-20, we present a corpus of 1330
carefully curated summaries for 266 news editorials. We evaluate
these summaries based on a tailored annotation scheme, where a
high-quality summary is expected to be thesis-indicative, persuasive,
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reasonable, concise, and self-contained. Our corpus contains at least
three high-quality summaries for about 90% of the editorials, render-
ing it a valuable resource for the development and evaluation of sum-
marization technology for long argumentative texts.

2. Webis-TLDR-17 Corpus: Annotating high-quality summaries at scale
is infeasible. Therefore, we exploit the common practice of authors
providing a TL;DR with their posts and created a unique corpus for
abstractive summarization of socialmedia posts. This corpus contains
almost 4 million posts from Reddit (2006-2016) and their highly ab-
stractive, author-provided summaries. We also provide a large-scale
evaluation of state-of-the-art summarization models on this corpus
via a shared task for abstractive summarization.

3. Webis-ConcluGen-21 Corpus: The purpose of an argumentative text
is to support a certain conclusion. Yet, conclusions are often omitted,
expecting readers to infer them rather. This rhetorical device limits ac-
cessibility when browsing many texts (e.g., on a search engine or on
social media). In these scenarios, an explicit informative conclusion
focused on specific concepts makes for a good candidate summary of
an argumentative text. Introducing the task of generating informative
conclusions, we compiled a large-scale corpus of 136,996 samples of
argumentative texts and their conclusions. Additional pieces of exter-
nal knowledge such as topic, target, and aspects of the argumentative
text are also provided to facilitate the generation of informative con-
clusions.

Methodologies We devised both supervised and unsupervised ap-
proaches including zero-shot settings for abstractive summarization:

1. Supervised Learning: We employed a couple of techniques to generate
informative conclusions. Firstly, we utilized control codes to encode
external information, which was then used for fine-tuning our pre-
trained language models. Secondly, to categorize arguments in exten-
sive discussions, we enhanced a state-of-the-art classification model,
enabling it to predict multiple frames per argument.

2. Unsupervised Learning: We devised two distinct approaches for sum-
marizing long discussions. For creating informative summaries, we
adopted an entirely unsupervised method that relies on information
retrieval models. This method generates extractive summaries of ar-
gument groups, each of which focuses on a specific argumentation
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frame. For facilitating exploration of detailed discussions through in-
dicative summaries, we crafted an end-to-end unsupervised approach.
This approach first clusters the discussion into coherent subtopics,
then generates a summary for each subtopic, and finally assigns ar-
gumentation frames to each subtopic.
We leveraged state-of-the-art large language models in this pipeline
and designed effective prompts following best practices and thorough
experimentation. This strategy enabled us to generate two-level in-
dicative summaries, similar to a book’s table of contents, for extensive
discussions on any topic, eliminating the need for any labeled data.

Evaluation Strategies We introduced innovative visual analytics tech-
niques to enhance the evaluation of the quality of the generated summaries.
Through the Summary Explorer, we developed intuitive side-by-side com-
parisons of the summary and the source document, enabling a more effec-
tive assessment of the quality of the generated summaries. Additionally,
we offer a corpus-level visual analysis of position bias across various sum-
marizationmodels. Likewise, the SummaryWorkbench consolidatesmodel
development and evaluationwithin a single interface. Eachmodel and eval-
uation metric can be deployed in a reproducible fashion, promoting trans-
parency and replicability in research.

We have made all data, methods (models), and evaluation tools publicly
accessible to the broader research community, fostering open collaboration
and knowledge sharing.

10.2 Open Problems and Future Work

The rapid and remarkable progress of large language models has ushered
in an era of unprecedented opportunities in the realm of summarization
research. This progress has, in turn, led to substantial enhancements in
the overall linguistic quality of generated summaries. Demonstrations con-
ducted through crowdsourced evaluations have convincingly showcased
that GPT-3 has surged past a multitude of state-of-the-art supervised sum-
marization models, particularly in the field of news summarization [113].
Notably, human preferences have aligned significantly with this advance-
ment, establishing GPT-3’s widespread acceptance.

The emergence of prompt-based instruction-following generativemodels
offers higher flexibility for controlling the style, length, and structural di-
mensions of the summaries. However, this flexibility also introduces novel
challenges in evaluating summaries of equivalently high quality of sum-
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maries resulting from diverse models. Here, Summary Workbench may
help the developers to better compare equivalent model variants. In or-
der to address this issue, we propose focusing on two specific evaluation
aspects: faithfulness and purpose, which we perceive to be the benchmark
summary quality dimensions for future research.

Firstly, evaluating faithfulness and factuality is an open challenge. Large
language models often generate information with undue confidence, mak-
ing its verification difficult by simply reading the summary and the corre-
sponding source document. While the generated summary is still based
on the contents of the source document, assessing its faithfulness requires
additional efforts beyond automatic metrics. To address this, we suggest
extending the Summary Explorer tool by incorporating web search capabil-
ities into visualizations. This enhancement allows users to verify informa-
tion against various sources. Also, LLMs may be integrated that automati-
cally assess certain quality dimensions of the summary by chain-of-thought
prompting [181].

Additionally, the purpose of summarization is crucial but currently over-
looked. Effective evaluation requires understanding why a summary was
generated. For instance, a book blurb should avoid spoilers. This aspect
should be considered alongside the existing evaluation criteria. Therefore,
we anticipate the need for a new evaluation paradigm that incorporates the
purpose of the summary as a first class citizen into the evaluation pipeline.

In conclusion, large language models offer promising opportunities for
summarization research such as personalization, interactive (or assisted)
summarization, and leveraging document structure to better organize the
summaries. Challenges include evaluating faithfulness and considering the
summary’s purpose. By addressing these, we can enhance the overall sum-
marization quality and its usefulness for the downstream tasks.
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Appendix

A.1 Argumentativeness Scoring for Frame Assignment

The dataset from Schiller et al. [265] consists of topics formulated as phrases
as opposed to the topic titles in CMV, which are often formulated as claims.
To unify this, we manually transformed their topics by appending them
with stance-indicative phrases (e.g., “Abortion” → “Abortion should be
banned”). We trained the RoBERTa model for the binary classification task
with default training parameters: a learning rate of 5e-5, 5% of the train-
ing data for warmup, early stopping, and a batch size of 32. On the test
split provided by Schiller et al. [265], our fine-tunedmodel performs with a
macro-F1 of 67%, which is comparable with the results from the best model
reported in Schiller et al. [265]. A text is labeled as argumentative if the out-
put probability from the finetuned classifier is higher than 50%. Given an
input text and the discussion topicwe take themean scores of its constituent
sentences as the text’s argumentativeness score.

A.2 Collecting Relevance Judgments for Frame Assignment

Annotation interfaces for the pilot study and themain evaluation are shown
in Figures A.1 andA.2, respectively. We improved the interface for ourmain
evaluation based on annotator feedback from the pilot study with the fol-
lowing changes: (1) We substituted “probably” with “rather” in our scales
to indicate a clearer relevance judgment. (2) For non-argumentative texts
or meta-arguments (e.g. “I agree.”, “I don’t understand what you mean.”
etc.), we allowed annotators to mark the text as noisy and skip it. (3) We

163



164 A.2 Collecting Relevance Judgments for Frame Assignment

Figure A.1: Annotation interface for the pilot study. Annotators were provided a
summary of the argument alongside the entire argument. There was no option to
mark a text as noisy/non-argumentative. Furthermore, the importance of an argu-
ment was assessed based on how likely it was to be included in a frame-oriented
summary of the discussion.

asked annotators to select at least one relevant frame if the current frame
was (definitely/rather) not relevant, with the possibility of selecting multi-
ple frames if required.



A Appendix 165

Figure A.2: Annotation interface for the main evaluation. First, we removed the
summary of the argument and always showed the complete argument. Next, we
allowed marking a text as “noisy” and skip answering the remaining questions.
Finally, as it was difficult to decide if an argument was important enough to be
included in a summary of the discussion before reading the entire discussion, we
rephrased the important question as the likelihood of including an argument in the
discussion of the topic.
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Frame Description

Capacity & Resources The lack of or availability of physical, geographical,
spatial, human, and financial resources implement or
carry out policy goals.

Constitutionality & Ju-
risprudence

The constraints imposed on or freedoms granted to
individuals, government, and corporations.

Crime & Punishment Specific policies about enforcement and interpreta-
tion of laws by individuals and law enforcement,
breaking laws, loopholes, fines, sentencing and pun-
ishment.

Cultural Identity The social norms, trends, values and customs consti-
tuting culture(s), as they relate to a specific policy is-
sue.

Economic The costs, benefits, or monetary/financial implica-
tions of the issue.

External Regulation &
Reputation

A country’s external relations with another nation;
the external relations of one state with another; or re-
lations between groups.

Fairness & Equality Equality or inequality with which laws, punishment,
rewards, and resources are applied or distributed
among individuals or groups.

Health & Safety Healthcare access and effectiveness, illness, disease,
sanitation, obesity, mental health effects, prevention
of or perpetuation of gun violence, infrastructure and
building safety.

Morality Any perspective—or policy objective or action— that
is compelled by religious doctrine or interpretation,
duty, honor, righteousness or any other sense of ethics
or social responsibility.

Policy Prescription &
Evaluation

Particular policies proposed for addressing an identi-
fied problem, and figuring out if certain policies will
work, or if existing policies are effective.

Political Issue actions or efforts or stances that are political,
such as lobbyist involvement, bipartisan efforts, deal-
making and vote trading.

Public Opinion References to general social attitudes, polling and de-
mographic information.

Quality of Life The effects of a policy, an individual’s actions or de-
cisions, on individuals’ wealth, mobility, access to re-
sources, happiness, social structures, quality of com-
munity life, etc.

Security & Defense Security, threats to security, and protection of one’s
person, family, in-group, nation, etc.

Other Any frames that do not fit into the above categories.

Table A.1: Descriptions of frames as per Boydstun et al. [40]. Descriptions have
been adapted for clarity and conciseness.
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Posts Comments

Frame Count Frame Count

Cultural Identity 53 Cultural Identity 13,540
Quality of Life 37 Economic 8931
Economic 33 Quality of Life 8559
Public Opinion 26 Public Opinion 7257
Health & Safety 22 Political 5177
Political 19 Health & Safety 4927
Morality 12 Morality 4237
Policy Prescription & Evaluation 10 Policy Prescription & Evaluation 4108
Fairness And Equality 10 Constitutionality & Jurisprudence 3226
Constitutionality & Jurisprudence 9 Fairness & Equality 2457
Security & Defense 1 Crime & Punishment 898
Crime & Punishment 1 Security & Defense 515

External Regulation & Reputation 216
Capacity & Resources 169

Table A.2: Counts of frames in posts and comments in our dataset of 100 dis-
cussions as predicted by SuperFrame. Since each text can be assigned multiple
frames, the counts include duplicates. Here, we observe that there are two addi-
tional frames found in the comments: External Reputation & Regulation, Capacity &
Resources that are not found in the posts.
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A.3 Preprocessing Discussions

Deleted posts were matched using: "[deleted]", "[removed]",
"[Wiki][Code][/r/DeltaBot]", "[History]". To remove posts from modera-
tors, we used:

• "hello, users of cmv! this is a footnote from your moderators"

• "comment has been remove"

• "comment has been automatically removed"

• "if you would like to appeal, please message the moderators by click-
ing this link."

• "this comment has been overwritten by an open source script to pro-
tect"

• "then simply click on your username on reddit, go to the comments
tab, scroll down as far as possibe (hint:use res), and hit the new over-
write button at the top."

• "reply to their comment with the delta symbol"

A.4 Soft Clustering Implementation

WeemployedHDBSCAN, a soft clustering algorithm [52] to cluster the con-
textual sentence embeddings from SBERT [249]. As these embeddings are
high dimensional, we follow Grootendorst [117] and apply dimensionality
reduction on these embeddings via UMAP [200] and cluster them based
on their euclidean distance. Most parameters were selected according to
official recommendations for UMAP,1 and HDBSCAN.2

UMAP Parameters

metric We set this to “cosine” because this is the naturalmetric for SBERT
embeddings.

n_neighbors We set this to 30 instead of the default value of 15 because
this makes the reduction focus more on the global structure. This is impor-
tant since the local structure is more sensitive to noise.

1https://umap-learn.readthedocs.io/en/latest/clustering.html
2https://hdbscan.readthedocs.io/en/latest/parameter_selection.html

https://umap-learn.readthedocs.io/en/latest/clustering.html
https://hdbscan.readthedocs.io/en/latest/parameter_selection.html
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n_components We set this value to 10.

min_dist We set this value to 0 because this allows the points to be packed
closer together which makes separating the clusters easier.

HDBSCAN Parameters

metric We set this to “euclidean” because this the target metric that
UMAP uses for reducing the points.

cluster_selection_method We set this value to “leaf”. An alternative
choice for this options is “eom”. This option has the tendency to cre-
ate unreasonably large clusters. There are instances where it creates
only two or three clusters even for very large discussions. The “leaf”
method does not suffer from this problem but it is more dependent on the
“min_cluster_size” parameter.

min_cluster_size This parameter is the most important one for this ap-
proach. It is also not straight forward to find a value for this since the sizes
of the main subtopics of a discussion depend on the size of the discussion.
To find a good value, we sampled 50 discussion randomly and 50 discussion
stratified by discussion length from all discussions. We compute the cluster-
ing for all 100 discussion for different values for min_cluster_size and man-
ually determine a lower and upper bound for min_cluster_size that give
a good clustering. We computed a regression model using the following
function family as a basis: f(x|a, b) = a ·xb The input variable x is the num-
ber of sentences in the discussion and the output variable is the average of
the upper and lower bound. This yields the following function for comput-
ing min_cluster_size: f(x) = 0.421 · x0.559. Figure A.5 visualizes upper and
lower bounds as well as the found model.

A.5 Generative Cluster Labeling

Model Descriptions Best prompts for the manually evaluated models
(Section 7.4.2) are shown in Figure A.6. For completion, we also gener-
ated cluster labels using instruction-following models. Direct and dialogue
instructions for these models are shown in Figure A.7.

1. T0 [261] is a prompt-based encoder-decoder model, fine-tuned on mul-
tiple tasks including summarization, and surpasses GPT-3 in some tasks
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despite being much smaller. It was trained on prompted datasets where
supervised datasets were transformed into prompts.

2. BLOOM [263] is an autoregressive LLMwith 176B parameters, which spe-
cializes in prompt-based text completion for multiple languages. It also
supports instruction-based task completions for previously unseen tasks.

3. GPT-NeoX [34] is an open-source, general-purpose alternative to theGPT-
3 model [219] containing 20B parameters.

4. OPT [340] is an autoregressive LLMwith 66B parameters from the suite of
decoder-only pre-trained transformers. These models offer similar per-
formance and sizes as GPT-3 while employing more efficient practices
for data collection and model training.

5. GPT3.5 [46, 219] is an instruction-following LLM with 175B param-
eters that outperforms the GPT-3 model across several tasks by con-
sistently adhering to user-provided instructions and generating high-
quality, longer outputs. We used the text-davinci-003 variant. In contrast
to the other open-source models, it is accessible exclusively through the
OpenAI API.3

Prompt Descriptions We investigated several prompt templates for each
model and selected the best performing one. All the prompts investigated
for T0 are shown in TableA.9. Prompt templates for the autoregressivemod-
els (BLOOM, OPT, GPT-NeoX) are listed in Table A.10. Prompt templates for the
instruction-following LLMs are listed in Table A.11.

Automatic Evaluation For the sake of completion, we automatically eval-
uated the recently released (at the time of writing) instruction-following
models. To adapt them to generative cluster labeling, we devised two in-
structions (Figure A.7) similar to the direct and dialogue style instructions
used for frame assignment (Section 7.2.3). Next, we computed BERTScore
and ROUGE against two sets of references: (1) manually annotated ground
truth labels for 300 clusters, and (2) cluster labels from GPT3.5 which was
the bestmodel as per ourmanual evaluation (Section 7.4.2, Table 7.3). Com-
plete results for BERTScore along with length distributions for the gener-
ated cluster labels are shown in Table A.4, while results for ROUGE are
shown in Table A.5.

3https://platform.openai.com/docs/models/gpt-3-5

https://platform.openai.com/docs/models/gpt-3-5
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Model Reference GPT3.5 Length

P R F1 P R F1 Min Max Mean

Alpaca-7B 0.20 0.15 0.17 0.31 0.28 0.29 3 21 7.92
Baize-13B 0.17 0.15 0.16 0.33 0.32 0.32 1 39 8.47
Baize-7B 0.223 0.19 0.20 0.383 0.38 0.383 2 46 10.73
BLOOM 0.15 0.09 0.11 0.22 0.19 0.20 1 54 8.13
Falcon-40B 0.12 0.09 0.10 0.17 0.17 0.17 1 57 9.57
Falcon-40B-Inst. 0.223 0.18 0.20 0.34 0.32 0.33 2 33 9.34
ChatGPT 0.232 0.241 0.231 0.392 0.431 0.411 3 34 11.10
GPT4 0.21 0.19 0.20 0.37 0.36 0.37 4 18 7.50
GPT-NeoX 0.19 0.07 0.12 0.24 0.17 0.20 1 34 7.42
LLaMA-30B 0.12 0.06 0.08 0.19 0.17 0.17 1 46 9.58
LLaMA-CoT 0.241 0.212 0.222 0.411 0.393 0.402 3 29 8.45
LLaMA-65B 0.08 0.02 0.05 0.14 0.14 0.14 1 46 10.27
OASST 0.223 0.212 0.213 0.392 0.402 0.402 3 31 10.15
OPT 0.16 0.09 0.12 0.22 0.19 0.20 1 30 8.27
Pythia 0.19 0.13 0.16 0.31 0.27 0.29 2 34 7.69
T0 0.15 0.00 0.06 0.15 0.03 0.09 1 18 3.10
GPT3.5 0.232 0.203 0.213 – – – 3 27 9.44
Vicuna-13B 0.21 0.212 0.213 0.36 0.393 0.37 3 39 11.87
Vicuna-7B 0.20 0.19 0.19 0.34 0.37 0.35 2 42 11.47

Table A.4: Complete results of automatic evaluation via BERTScore for the cluster
labeling task of all 19 LLMs. We compared them against the manually annotated
reference and GPT3.5, the best model from our manual evaluation. The top three
models are indicated for each metric. Similar to the ROUGE evaluation, we see a
strong performance by ChatGPT and LLaMA-CoT. Also shown are the statistics of the
length of the generated cluster labels (in number of tokens).

Manual Evaluation TableA.7 shows the guideline provided to the annota-
tors. Figure A.3 shows the annotation interface used to collect the rankings
for cluster label quality.
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Model Reference GPT3.5

R-1 R-2 R-LCS R-1 R-2 R-LCS

Alpaca-7B 13.89 3.10 12.65 19.98 6.08 18.05
Baize-13B 14.44 2.28 13.02 24.59 8.23 22.53
Baize-7B 17.40 2.88 14.95 26.35 9.43 23.89
BLOOM 12.52 2.52 11.34 13.10 3.74 12.20
Falcon-40B 14.30 3.06 13.26 13.08 3.49 11.92
Falcon-40B-Inst. 17.59 3.973 15.483 21.72 7.66 19.57
ChatGPT 20.151 4.881 17.421 29.521 10.992 25.752
GPT4 16.43 2.84 14.42 27.763 9.573 24.803
GPT-NeoX 12.93 2.37 11.72 11.67 2.41 10.72
LLaMA-30B 12.30 2.60 11.19 12.07 2.70 11.14
LLaMA-CoT 18.912 4.502 16.832 28.942 11.691 26.381

LLaMA-65B 10.25 1.93 9.40 10.81 2.49 9.95
OASST 18.283 3.58 16.15 27.13 9.09 23.88
OPT 11.67 2.68 10.87 10.56 2.17 9.55
Pythia 14.78 2.99 13.23 21.64 6.44 19.67
T0 9.80 2.01 9.61 7.64 1.70 7.52
GPT3.5 16.82 2.96 14.61 – – –
Vicuna-13B 16.90 3.02 14.81 25.32 8.66 22.66
Vicuna-7B 17.04 2.62 14.81 23.88 7.42 20.87

Table A.5: Complete results of automatic evaluation via ROUGE for the cluster
labeling task of all 19 LLMs. We compared them against the manually annotated
reference and GPT3.5, the best model from our manual evaluation. The top three
models are indicated for each metric. We see that ChatGPT and LLaMA-CoT perform
strongly across the board.
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Figure A.3: Annotation interface for ranking-based qualitative evaluation of clus-
ter labels.



A Appendix 183

Exploring the Discussion via an Indicative Summary 

Figure A.4: An exploratory view provided by Discussion Explorer to quickly nav-
igate a long discussion via an indicative summary. On the left, clicking on a cluster
label lists all its constituent sentences. On the right, a specific sentence from the
chosen cluster is presented in the context of the discussion. Softly highlighted are
the sentences from other clusters that surround the selected sentence. Users can
thus easily skim a discussion with several arguments for relevant information us-
ing the indicative summary in this exploratory view.
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Figure A.5: Blue vertical bars show the upper and lower bound for
min_cluster_size that yield a good clustering for the correspondingdiscussion. The
red curve shows the optimal fit for the regression.
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Best Prompts for Generative Cluster Labeling

T0
Read the following context and answer the question. Context: {text}
Question: What is the title of the discussion?
Answer:
BLOOM
AI assistant: I am an expert AI assistant and I am very good in identifying
titles of debates.
DEBATE START {text} DEBATE END
AI assistant: The title of the debate between the two participants is "
GPT-NeoX
DISCUSSION START {text} DISCUSSION END
Q: What is the topic of the discussion?
A: The topic of the discussion is "
OPT-66B
DEBATE START {text} DEBATE END
Q: What is the topic of the debate?
A: The topic of the debate is "
GPT3.5 (text-davinci-003)
Generate a single descriptive phrase that describes the following debate in
very simple language, without talking about the debate or the author.
Debate: """{text}"""

Figure A.6: Best prompts for generative cluster labeling for each model. These
prompts were chosen based on the automatic evaluation of several prompts for
each model against 300 manually annotated cluster labels.

Direct Instruction for Cluster Labeling

Every input is the content of a debate. For every input, you generate a single
descriptive phrase that describes that input in very simple language, with-
out talking about the debate or the author.

Dialogue Instruction for Cluster Labeling

A chat between a curious user and an artificial intelligence assistant. The
user presents a debate and the assistant generates a single descriptive
phrase that describes the debate in very simple language, without talking
about the debate or the author.

Figure A.7: Direct and dialogue-style instructions for generative cluster labeling
prompts. The best prompts for each model are shown in Figure A.6.
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Direct Instruction for Frame Assignment

The following {input_type}a contains all available media frames as defined
in the work from {authors}: {frames} For every input, you answer with three
of these media frames corresponding to that input, in order of importance.

aA list of frame labels or a JSON with frame labels and their descriptions.

Dialogue Instruction for Frame Assignment

A chat between a curious user and an artificial intelligence assistant. The
assistant knows all media frames as defined by ... : {frames}. The assistant
answers with three of these media frames corresponding to the user’s text,
in order of importance.

Figure A.8: Best performing instructions for frame assignment. Providing the ci-
tation for the frame inventory via the placeholder {authors} positively affects the
performance of some models (Appendix A.6.1).
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A.6 Assigning Frames to Cluster Labels

Model Descriptions We categorize the models according to the instruc-
tion style followed for finetuning and generation. Instructions for each type
are shown in Figure A.8. The best prompts for each model are listed in Fig-
ure A.9.

Direct Instruction Models

1. LLaMA-COT4 is a finetuned model on datasets inducing chain-of-thought
and logical deductions [238].

2. Alpaca [292] is finetuned from the LLaMA 7B model [301] using 52K
self-instructed instruction-following examples [326].

3. OASST 5 is finetuned from LLaMA 30B on the OpenAssistant Conversa-
tions dataset [165] using reinforcement learning.

4. Pythia [31] is a suite of LLMs trained on public data to study the impact
of training and scaling on various model properties. We used the 12B
variant finetuned on the OpenAssistant Conversations dataset [165].

5. GPT* includes models such as text-davinci-003, gpt-3.5-turbo (ChatGPT),
and GPT-4 [47] from the OpenAI API. Thesemodels are not open-source
but have demonstrated state-of-the-art performance across various tasks.

Dialogue Instruction Models

1. LLaMA [301] is a suite of open-source LLMs trained on public datasets.
We utilized the 30B and 65B variants.

2. Vicuna [61] is finetuned from LLaMA using user-shared conversations
collected from ShareGPT.6 It has shown competitive performance when
evaluated using GPT-4 as a judge. We used the 7B and 13B variants of
this model.

3. Baize [331] is an open-source chat model trained on 100k dialogues gen-
erated by allowing ChatGPT (GPT 3.5-turbo) to converse with itself. We
used the 7B and 13B variants of this model.
4https://huggingface.co/ausboss/llama-30b-supercot
5https://huggingface.co/OpenAssistant/oasst-rlhf-2-llama-30b-7k-steps-xor
6https://sharegpt.com/

https://huggingface.co/ausboss/llama-30b-supercot
https://huggingface.co/OpenAssistant/oasst-rlhf-2-llama-30b-7k-steps-xor
https://sharegpt.com/
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Prompt Falcon-40B ChatGPT LLaMA-65B

Cite. – Cite. – Cite. –

Zero-Shot 46.5 34.2 60.9 60.1 53.1 44.4
Zero-Shot (short) 46.5 42.8 58.0 57.2 50.6 42.4
Zero-Shot (full) 46.1 46.5 58.8 60.9 39.5 39.1
Few-Shot 38.3 39.1 63.4 64.6 – –

Table A.6: Analysis of the impact of providing citation of the media frames corpus
paper as additional information in the instructions for the frame assignment. Pro-
viding citation information (Cite.) shows up to 12% improvement for Falcon-40B
and 9% for LLaMA-65B under zero-shot setting (with only frame labels in the
prompt).

4. Falcon7 is trained on the RefinedWeb dataset [228], which is derived
through extensive filtering and deduplication of publicly available web
data. It is currently the state-of-the-art (at the time of writing) on the
open-llm-leaderboard.8 We utilized the 40B and 40B-Instruct variants of
this model.

A.6.1 Citation Impact on Frame Assignment

We conducted additional experiments to evaluate the impact of providing
the citation of the media frames corpus paper by Boydstun et al. [40] as
additional information in the instructions shown in Section 7.2.3. This piece
of information was provided after the substring “defined by” in the prompt
template. Table A.6 shows the results. We note that providing the citation
information has a positive impact on the performance of the models. The
improvement is up to 12% for Falcon-40B and 9% for LLaMA-65B under
zero-shot setting (only frame labels without descriptions in the prompt).
This improvement can be attributed to the models being trained on a large
text corpus, with the citation serving as a strong signal for generating more
accurate labels. However, ChatGPT is only slightly affected.

7https://falconllm.tii.ae/
8https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard

https://falconllm.tii.ae/
https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard


A Appendix 189

Best Prompts for Frame Assignment

→ Alpaca-7B (Direct Instruction)
Below is an instruction that describes a task, paired with an input that pro-
vides further context. Write a response that completes the request.
### Instruction:
{instruction}
### Input:
{input}
### Response:
→ Vicuna-7B, 13B (Dialogue Instruction)
{instruction}
USER: {input}
ASSISTANT:
→ Pythia, OASST (Direct Instruction)
<|system|>{instruction}<|endoftext|>
<|prompter|>{input}<|endoftext|><|assistant|>
→ LLaMA-30B, 65B (Dialogue Instruction)
{instruction}
USER: {input}
ASSISTANT: ["
→ LLaMA-CoT (Direct Instruction)
Below is an instruction that describes a task, paired with an input that pro-
vides further context. Write a response that completes the request.
### Instruction:
{instruction}
### Input:
{input}
### Response:
→ Falcon-40B, Instruct (Dialogue Instruction)
{instruction}
USER: {input}
ASSISTANT: ["
→ Baize-7B, 13B (Dialogue Instruction)
{instruction}
$[|Human|]${input}
$[|AI|]$
→ GPT3.5 (Direct Instruction)
{instruction}
Input: """
{input}
"""
Answer:
→ ChatGPT, GPT4 (Direct Instruction)
{

"role": "system",
"content": "{instruction}"

},
{

"role": "user",
"content": "{input}"

}

Figure A.9: Best prompts for frame assignment for each model. The direct and
dialogue instruction to be used with each prompt is shown in Figure A.8.
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Guideline for judging the quality of the clustering

Task: Given a reference text and a set of hypotheses, rank the hy-
potheses based on how similar they are to the reference text.
How similar are the small texts to the reference text?
Drag and drop the boxes with the texts on the left and bring them
in your preferred order on the right. The most preferred text is on
the top and the less you prefer a text, the lower it should be in the
ranking.

Similarity is less in a sense of exact meaning but much rather in a
meaning of is there some relation between the reference and hy-
potheses.

To get a better understanding of the meaning of the reference,
the title of the original discussion and some central sentences
from the cluster are provided (click the “show cluster” button
next to the reference). The central sentences are selected based
on how central they are in the original cluster and their mean
similarity to the reference and hypotheses. So these are not
perfectly representative to the cluster, but they can help you to get
a better understanding of some hard to understand meanings.

Recommended Strategy for judging:
The relation between the reference and hypotheses is under-

standable:
→ only read the reference and the hypotheses

The reference is a bit weird:
→ read the title to get a better idea in what context the refer-

ence is used
The hypotheses are hard to understand:
→ read the central sentences from the cluster formore context

The relation between the reference and hypotheses are not clear:
→ read the central and random sentences from the cluster

Note: We are looking for a label that sufficiently describes the con-
tent of a cluster of sentences. It is important to understand that the
reference is not the perfect label but rather strongly representative
of the cluster.
When a lot of hypotheses talk about something that is not in the
reference, it is sensible to include this information in the reference
(implicitly) to make it “complete” while ranking the hypotheses.
Example:
Reference: responsibilities between employee and employer
Majority of the given hypotheses mention: “the service industry”
Updated Reference: responsibilities between employee and em-
ployer in the service industry
In the endwe are looking for the centralmeaning of the cluster and
it is very likely that at least onemodel got the centralmeaning right
and the task is to guess what model got the central meaning best
based on what the reference suggests the best central meaning is.

Table A.7: Guideline for judging the quality of the clustering.
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Model ZS ZS(short) ZS(full) Few-Shot

1 2 3 1 2 3 1 2 3 1 2 3

Alpaca-7B 39.1 53.9 64.2 39.5 51.0 64.6 28.4 37.4 57.2 20.6 26.7 49.4
BLOOM 26.7 46.5 53.5 31.7 52.7 57.6 25.5 51.9 60.1 – – –
Baize-13B 42.4 53.5 58.4 48.1 59.3 63.4 42.0 53.5 60.5 39.5 46.5 49.4
Baize-7B 34.2 44.4 52.7 34.6 46.9 56.8 39.1 46.5 53.9 30.9 38.3 45.7
Falcon-40B 46.5 68.3 72.0 46.5 67.5 75.7 46.1 56.8 64.2 38.3 53.5 68.3
Falcon-40B-Inst. 51.4 64.6 72.8 44.4 56.4 68.3 32.9 44.9 57.6 28.4 49.4 63.8
ChatGPT 60.9 76.1 86.4 58.0 78.6 88.5 58.8 76.1 84.8 63.4 80.2 90.1
GPT-4 63.4 82.3 91.8 60.5 84.4 90.1 65.4 83.1 90.5 67.1 84.8 88.5
GPT-NeoX 19.3 28.4 50.6 25.1 31.3 51.9 31.3 36.6 50.2 31.3 39.5 49.0
LLaMA-30B 45.7 63.0 70.8 41.2 57.2 65.4 39.1 58.0 66.3 40.7 70.0 77.8
LLaMA-CoT 46.9 73.3 84.0 54.3 75.7 85.6 49.8 71.2 82.3 57.2 70.0 77.0
LLaMA-65B 53.1 65.4 81.9 50.6 70.8 82.3 39.5 64.6 78.6 – – –
OASST 48.6 72.8 82.3 48.1 66.3 76.5 53.5 73.7 82.7 47.7 65.0 79.8
OPT-66B 16.0 18.9 43.2 13.2 16.5 45.3 14.8 18.1 45.7 – – –
Pythia 31.7 44.0 52.3 33.3 43.6 49.4 30.5 39.1 44.9 29.6 34.2 38.7
T0++ 48.6 58.4 64.2 54.3 60.1 65.4 55.6 59.7 63.8 49.8 52.3 53.5
GPT3.5 53.5 74.1 81.9 60.9 65.4 66.7 58.0 58.8 59.7 53.9 57.6 58.0
Vicuna-13B 44.0 52.7 62.1 40.7 55.1 67.1 42.0 53.1 64.6 38.3 50.2 60.1
Vicuna-7B 28.4 34.6 50.2 36.2 48.1 61.3 35.4 42.8 55.1 20.2 24.3 46.1

TableA.8: Complete results of automatic evaluation for the frame assignment task.
Shown are the % of examples where the first, second, and third predicted frames
by a model are one of the reference frames. For the zero-shot setting (ZS), values
are shown for each of the prompt type: only frame label (ZS), label with short
description (ZS(short)), and label with full description (ZS(full)). Missing values
are model inferences that exceeded our computational resources.
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Prompt Templates for T0

prefix
What {output_type} would you choose for the

{input_type} below?↪→

{text}

postfix
{text}
What {output_type} would you choose for the

{input_type} above?↪→

prefix-postfix
What {output_type} would you choose for the

{input_type} below?↪→

{text}
What {output_type} would you choose for the

{input_type} above?↪→

short
{input_type}:
{text}
{output_type}:

explicit
{input_type} START
{text}
{input_type} END
{output_type} OF THE {input_type}:

question answering
Read the following context and answer the question.
Context:
{text}
Question: What is the {output_type} of the

{input_type}?↪→

Answer:

Table A.9: Prompt templates for T0 model for generative cluster labeling.
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Prompt Templates for BLOOM, GPT-NeoX, OPT, GPT3.5

dialogue
AI assistant: I am an expert AI assistant. How can I

help you?↪→

Human: Can you tell me what the {output_type} of the
following {input_type} is?↪→

{input_type} START
{text}
{input_type} END
AI assistant: The {output_type} of the {input_type} is

"↪→

explicit
{input_type} START
{text}
{input_type} END
{output_type} of the {input_type}: "

assistant solo
AI assistant: I am an expert AI assistant and I am

very good in identifying {output_type} of debates.↪→

{input_type} START
{text}
{input_type} END
AI assistant: The {output_type} of the {input_type}

between the two participants is "↪→

question answering
{input_type} START
{text}
{input_type} END
Q: What is the {output_type} of the {input_type}?
A: The {output_type} of the {input_type} is "

GPT3.5
Generate a single descriptive phrase that describes

the following debate in very simple language,
without talking about the debate or the author.

↪→

↪→

Debate: """{text}"""

Table A.10: Prompt templates investigated for generative cluster labeling with the
four decoder-only models. The input_type is either “title” or “topic” and the
output_type is either “debate” or “discussion”.
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Prompt Templates for Instruction-following LLMs

GPT3.5
{instruction}
Input: """{input}"""
Answer:

Alpaca-7B, LLaMA-CoT
Below is an instruction that describes a task, paired

with an input that provides further context. Write
a response that appropriately completes the
request.

↪→

↪→

↪→

### Instruction:
{instruction}
### Input:
{input}
### Response:

Baize-13B, Baize-7B
{instruction}
[|Human|]{input}
[|AI|]

BLOOM, Falcon-40B, Falcon-40B-Instruct, GPT-NeoX, LLaMA-
30B, LLaMA-65B, OPT-66B, Vicuna-13B, Vicuna-7B
{instruction}
USER: {input}
ASSISTANT:

OASST, Pythia
<|system|>{instruction}<|endoftext|>
<|prompter|>{input}<|endoftext|><|assistant|>

T0++
{instruction}
Input: {input}

Table A.11: Prompt templates for instruction-following model.
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CMV: The "others have it worse" argument is terrible and should
never be used in an actual conversation with a depressed person
Indicative Summary (LLaMA-CoT)

Health & Safety
• Depression is a complexmental health issue that varies in sever-

ity and treatment options. [98] (Policy Prescription & Evalua-
tion)

• Impact of depression and how to help those affected. [35]
(Morality)

• Personal journey of overcoming depression and finding happi-
ness. [17] (Quality of Life)

Morality
• Gratitude and appreciation for the little things in life can help

improve happiness and perspective. [39] (Quality of Life)
• Perspective and its importance in life. [22] (Fairness&Equality)
• Positive self-talk and growthmindset [21] (Fairness&Equality)

Policy Prescription & Evaluation
• Comparing situations to others’ can be helpful or harmful. [97]

(Morality)
• Effectiveness of advice in different situations [25] (Capacity &

Resources)
• Psychology and the power of the brain to reprogram thought

patterns. [22] (Morality)

Table A.12: Indicative Summary from LLaMA-CoT.
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CMV: The "others have it worse" argument is terrible and should
never be used in an actual conversation with a depressed person
Indicative Summary (GPT3.5)

Fairness & Equality
• Complexities of comparing one’s own struggles to those of oth-

ers. [97] (Quality of Life)
• Advice can be helpful or unhelpful depending on how it is used.

[25] (Morality)
• Focusing on personal goals and eliminating negative self-talk to

create a growth mindset. [21] (Quality of Life)
Health & Safety

• How to help those with depression. [35] (Quality of Life)
Morality

• Differences between sadness and depression. [98] (Quality of
Life)

• Reflecting on blessings and practicing gratitude to increase hap-
piness. [39] (Quality of Life)

• Mindful awareness and reprogramming of thought patterns to
take charge of emotions. [22] (Quality of Life)

• Gaining perspective to appreciate life and understand howone’s
actions affect others. [22] (Fairness & Equality)

• A journey of self-discovery and growth through difficult times.
[17] (Quality of Life)

Table A.13: Indicative Summary from GPT3.5.
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CMV: The "others have it worse" argument is terrible and should
never be used in an actual conversation with a depressed person
Indicative Summary (GPT4)

Fairness & Equality
• Acknowledging personal struggles while recognizing others’

hardships [97] (Quality of Life)
Health & Safety

• Understanding and managing depression as a complex mental
state [98] (Quality of Life)

• Importance of gratitude for happiness and mental health [39]
(Quality of Life)

• Impact of different approaches to supporting depressed individ-
uals. [35] (Quality of Life)

• Controlling and reprogramming thought patterns through
mindful awareness and rational evaluation of emotions. [22]
(Quality of Life)

Policy Prescription & Evaluation
• Effectiveness of advice depends on individual and context. [25]

(Quality of Life)
Quality of Life

• Gaining perspective for personal growth and understanding.
[22] (Morality)

• Focusing on positive mindset and self-growth [21] (Health &
Safety)

• Overcoming challenges and finding happiness through per-
sonal growth and change. [17] (Morality)

Table A.14: Indicative Summary from GPT4.
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CMV: Today is the best time period in human history to be alive for
the vast majority of people.
Indicative Summary (LLaMA-CoT)

Capacity & Resources
• The importance of having a private space for studying and

building projects. [33] (Quality of Life)
Crime & Punishment

• Crime rates have changed over time. [60] (Security & Defense)
Cultural Identity

• Nostalgia for the 90s [82] (Quality of Life)
Economic

• Housing affordability is a complex issue with many factors at
play. [203] (Capacity & Resources)

• Global poverty has decreased significantly over the past few
decades. [135] (Capacity & Resources)

• Global trends and perspectives [48] (Policy Prescription&Eval-
uation)

Health & Safety
• AIDS pandemic was more fatal than the current one. [97] (Ca-

pacity & Resources)
• Current mental health epidemic and its causes. [32] (Capacity

& Resources)
Policy Prescription & Evaluation

• Climate change is a serious issue that needs to be addressed.
[113] (Economic)

• Concentration of military and economic power in history. [47]
(Economic)

Quality of Life
• Best time period in human history to be alive. [72] (Economic)
• Quality of Life vs Expectations: Happiness Debate [68] (Other)
• Progress and improvement in society and culture [51] (Cultural

Identity)
• Impact of technology on human connection and fulfillment.

[39] (Cultural Identity)
• Middle Ages vs. Modern Times: Quality of Life Comparison

[29] (Cultural Identity)
Security & Defense

• Statistics and data points in a debate about safety and progress
[43] (Health & Safety)

Table A.15: Indicative Summary from LLaMA-CoT.
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CMV: Today is the best time period in human history to be alive for
the vast majority of people.
Indicative Summary (GPT3.5)

Crime & Punishment
• Violent crime rate has significantly decreased since the 1990s,

but still remains an issue. [60] (Fairness & Equality)
Cultural Identity

• A constant flow of information and societal changes causing a
crisis of meaning. [39] (Quality of Life)

Economic
• Catastrophic climate change leading to economic and ecological

collapse. [113] (Health & Safety)
• Fragmented global economic andmilitary power. [47] (Security

& Defense)
Fairness & Equality

• Housing prices have skyrocketed in the past decade, making it
difficult for the average American to afford a home. [203] (Eco-
nomic)

• Decrease in global poverty and hunger since the 90s, with a ma-
jority of the world population still living in poverty. [135] (Ca-
pacity & Resources)

• Differences between the 90s and the 2000s, and the effects of time
periods on different generations. [82] (Quality of Life)

• Making progress towards a better world for future generations.
[51] (Quality of Life)

• Throwing around statistics without meaning and misusing per-
centages. [43] (Policy Prescription & Evaluation)

• Room to study and compete in the job market. [33] (Capacity
& Resources)

• A comparison of the lifestyles of lower-class people in the Mid-
dle Ages and modern times. [29] (Quality of Life)

Health & Safety
• Effects of pandemics on population growth and life expectancy,

with a comparison to the Bubonic Plague. [97] (Quality of Life)
Morality

• Mental health crisis in the modern world and its potential
causes. [32] (Quality of Life)

Political
• Strong bias towardsAmerican perspective on global issues. [48]

(Cultural Identity)
Quality of Life

• Best time period in human history to be alive. [72] (Fairness &
Equality)

• Balance between quality of life, expectations, and happiness,
and how they relate to each other. [68] (Fairness & Equality)

Table A.16: Indicative Summary from GPT3.5.
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CMV: Today is the best time period in human history to be alive for
the vast majority of people.
Indicative Summary (GPT4)

Crime & Punishment
• Violent crime rates have decreased since the 90s. [60] (Security

& Defense)
Cultural Identity

• Nostalgia for the 90s and differing opinions on the era [82]
(Quality of Life)

• Assuming most users are American [48] (Public Opinion)
Economic

• Housing affordability crisis in various locations [203] (Quality
of Life)

• Reduced global poverty and hunger rates [135] (Fairness &
Equality)

• Concentration of military and economic power in history [47]
(Security & Defense)

Health & Safety
• Climate change and its worsening effects on Earth and human-

ity. [113] (Quality of Life)
• Comparing pandemics and death rates throughout history [97]

(Quality of Life)
• Mental health awareness and treatment in modern society. [32]

(Quality of Life)
Policy Prescription & Evaluation

• Acknowledging progress while recognizing room for improve-
ment [51] (Quality of Life)

Quality of Life
• Best time to be alive debate [72] (Economic)
• Happiness influenced by expectations and quality of life. [68]

(Economic)
• Misunderstanding andmisuse of statistics [43] (Policy Prescrip-

tion & Evaluation)
• Crisis of meaning and disconnection in modern society [39]

(Cultural Identity)
• Importance of personal space for productivity and success [33]

(Economic)
• Simple life in the Middle Ages vs modern lower class life [29]

(Economic)

Table A.17: Indicative Summary from GPT4.
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CMV: There shouldn’t be anything other than the metric system.
Indicative Summary (LLaMA-CoT)

Capacity & Resources
• Boiling and freezing points of water [154] (Quality of Life)

Economic
• Use of different size bottles in the dairy industry. [87] (Capacity

& Resources)
• The cost of switching to the metric system is too high. [59] (Ca-

pacity & Resources)
Health & Safety

• Temperature ranges and weather conditions [86] (Quality of
Life)

• Temperature range and clothing suggestions [63] (Quality of
Life)

Policy Prescription & Evaluation
• Merits of Celsius and Fahrenheit temperature scales [283] (Con-

stitutionality & Jurisprudence)
• Merits of the imperial and metric systems [196] (Constitution-

ality & Jurisprudence)
• Use of miles and feet in measuring distances [140] (Quality of

Life)
• Merits of different systems of measurement [106] (Economic)
• Base 12 is better than base 10 for certain calculations. [104] (Ca-

pacity & Resources)
• Precision of measurements in inches and millimeters [75]

(Quality of Life)
• Use of feet and inches for measuring height [72] (Constitution-

ality & Jurisprudence)
• Importance of precision in measurements [64] (Capacity & Re-

sources)
• Metric vs. Imperial: Which system is better? [52] (Constitution-

ality & Jurisprudence)
• Merits of different counting systems [49] (Fairness & Equality)
• Merits of a decimal time system [48] (Economic)
• Merits of different scales and their practicality [46] (Capacity &

Resources)
• Merits of different systems [42] (Economic)

Table A.18: Indicative Summary from LLaMA-CoT.
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CMV: There shouldn’t be anything other than the metric system.
Indicative Summary (GPT3.5)

Capacity & Resources
• Over intuitive systems and their advantages. [106] (Quality of

Life)
• For a more efficient counting system. [104] (Policy Prescription

& Evaluation)
• Usefulness of different measurements for everyday use. [87]

(Quality of Life)
Economic

• Legacy system rooted in society with benefits for everyday use
and practical applications, but costly to transition away from.
[196] (Fairness & Equality)

• Counting systems and their relative merits. [49] (Fairness &
Equality)

Fairness & Equality
• Comparing the practicality of Celsius and Fahrenheit for every-

day use, with no clear advantage to either. [283] (Quality of
Life)

• Temperature scale based on water’s freezing and boiling points.
[154] (Constitutionality & Jurisprudence)

• Advantages and disadvantages of using inches and centimeters
for measurements. [75] (Constitutionality & Jurisprudence)

• Usefulness of feet and inches for measuring human height. [72]
(Quality of Life)

• A wide range of temperatures from chilly to hot, requiring dif-
ferent levels of clothing. [63] (Quality of Life)

• Costly transition to international standardization with little net
benefit to average American. [59] (Economic)

• Advantages and disadvantages of themetric system. [52] (Con-
stitutionality & Jurisprudence)

• Advantages and disadvantages of different scales. [46] (Capac-
ity & Resources)

• Pros and cons of different systems. [42] (Policy Prescription &
Evaluation)

Health & Safety
• Extremely cold temperatures ranging from -50C to +50C across

the globe. [86] (Quality of Life)
Constitutionality & Jurisprudence

• Use of miles, yards, feet, and kilometers for measuring dis-
tances. [140] (Policy Prescription & Evaluation)

• Precision and accuracy in measurement. [64] (Policy Prescrip-
tion & Evaluation)

• Complexities of measuring time. [48] (Policy Prescription &
Evaluation)

Table A.19: Indicative summary from GPT3.5.
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CMV: There shouldn’t be anything other than the metric system.
Indicative Summary (GPT4)

Capacity & Resources
• Water freezing and boiling points discussion [154] (Health &

Safety)
• Base 12 system advantages [104] (Economic)
• Measurement units and their precision in various contexts [75]

(Quality of Life)
Cultural Identity

• Preference for miles over kilometers in everyday language and
distances [140] (Quality of Life)

• Preference based on familiarity and upbringing [106] (Quality
of Life)

• Preference for feet and inches inmeasuring height [72] (Quality
of Life)

Economic
• Costly and challenging transition to new system. [59] (Capacity

& Resources)
• Using different counting systems and their efficiency in various

situations. [49] (Capacity & Resources)
Health & Safety

• Temperature range discussion and its effects on daily life [86]
(Quality of Life)

• Temperature and clothing preferences [63] (Quality of Life)
Quality of Life

• Comparing Celsius and Fahrenheit for everyday use [283] (Ca-
pacity & Resources)

• Imperial system vs. Metric system debate [196] (Cultural Iden-
tity)

• Metric and imperial measurements in daily life and their useful-
ness. [87] (Capacity & Resources)

• Misunderstanding precision and accuracy in measurements
[64] (Health & Safety)

• Metric systemadvantages andprecision debate [52] (Policy Pre-
scription & Evaluation)

• Alternative time measurement systems [48] (Cultural Identity)
• Usefulness and subjectivity of different scales [46] (Fairness &

Equality)
• Old system versus new system for everyday life [42] (Eco-

nomic)

Table A.20: Indicative summary from GPT4.
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CMV: Shoe sizes should be the same for both men and women
Indicative Summary (LLaMA-CoT)

Fairness & Equality
• Men andwomen’s feet are different in size and shape. [73] (Pol-

icy Prescription & Evaluation)
• Differences between men’s and women’s shoes and the impact

of unisex shoes. [44] (Policy Prescription & Evaluation)
• Shoe sizes vary by sex due to differences in foot shape. [30]

(Quality of Life)
• Women with broad but small feet struggle to find shoes that fit.

[19] (Quality of Life)
• Differences in clothing proportions for men and women [17]

(Policy Prescription & Evaluation)
Policy Prescription & Evaluation

• Pros and cons of standardizing shoe sizes [64] (Economic)
• Use of different measurement systems [21] (Economic)

Table A.21: Indicative summary from LLaMA-CoT.

CMV: Shoe sizes should be the same for both men and women
Indicative Summary (GPT3.5)

Fairness & Equality
• Men and women’s feet are differently shaped. [73] (Cultural

Identity)
• Multiple shoe sizing systems causing confusion. [64] (Quality

of Life)
• Gender-specific shoe design and comfort. [44] (Quality of Life)
• Different shoe sizes for men and women based on width and

length. [30] (Quality of Life)
• Different measurement standards for length. [21] (Constitu-

tionality & Jurisprudence)
• Wide feet struggle to find shoes that fit properly. [19] (Quality

of Life)
• Clothing designed differently for men and women. [17] (Cul-

tural Identity)

Table A.22: Indicative summary from GPT3.5.
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CMV: Shoe sizes should be the same for both men and women
Indicative Summary (GPT4)

Economic
• Shoe durability and gender differences in footwear preferences

[44] (Quality of Life)
Fairness & Equality

• Standardizing shoe sizes for everyone [64] (Quality of Life)
• Differences in clothing proportions for men and women [17]

(Cultural Identity)
Health & Safety

• Differences in men’s and women’s feet [73] (Quality of Life)
Quality of Life

• Shoe sizes differ for men and women due to width and shape
differences in feet. [30] (Fairness & Equality)

• Different measurement systems for shoe sizes [21] (Cultural
Identity)

• Finding shoes forwide and small feet [19] (Fairness & Equality)

Table A.23: Indicative summary from GPT4.
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CMV: Social media is the most destructive addiction in our society
Indicative Summary (LLaMA-CoT)

Economic
• Role of money in society and its impact on humanity. [23] (Ca-

pacity & Resources)
• Role of capitalism in society. [20] (Policy Prescription & Evalu-

ation)
• Costs of running systems and offsetting those costs. [19] (Ca-

pacity & Resources)
Fairness & Equality

• Discrimination lawsuit against Amazon founder [25] (Consti-
tutionality & Jurisprudence)

Health & Safety
• The impact of opioid addiction on individuals and society is

devastating. [107] (Morality)
Morality

• Social media addiction vs opioid crisis [38] (Capacity & Re-
sources)

Policy Prescription & Evaluation
• Pros and cons of social media and its impact on society. [48]

(Morality)
• Measuring impact of technology on society [35] (Economic)
• The importance of education and community for a better world.

[26] (Capacity & Resources)
• The impact of social media on society [26] (Public Opinion)
• The impact of social media on mental health is debated. [24]

(Health & Safety)

Table A.24: Indicative summary from LLaMA-CoT.
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CMV: Social media is the most destructive addiction in our society
Indicative Summary (GPT3.5)

Economic
• Complexities of money as a social construct. [23] (Fairness &

Equality)
• Costly infrastructure needed to run systems. [19] (Capacity &

Resources)
Fairness & Equality

• Importance of education, societal injustices, and the conse-
quences of comparing oneself to others. [26] (Quality of Life)

• Powerful man accused of denying bathroom access to employ-
ees. [25] (Constitutionality & Jurisprudence)

• Effects of capitalism on human behavior. [20] (Economic)
Health & Safety

• Effects of social media on mental health. [24] (Quality of Life)
Morality

• Devastating consequences of opioid addiction leading to death
and destruction. [107] (Health & Safety)

• Effects of social media and opioid use on mental health. [38]
(Health & Safety)

• Negative effects of social media outweigh the positives, leading
to a lack of critical thinking and a moral panic. [26] (Quality of
Life)

Public Opinion
• Pros and cons of social media. [48] (Cultural Identity)

Quality of Life
• Measuring societal impact through quality of life and direction

of society. [35] (Cultural Identity)

Table A.25: Indicative summary from GPT3.5.
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CMV: Social media is the most destructive addiction in our society
Indicative Summary (GPT4)

Economic
• Money as a social construct and tool for exchange [23] (Quality

of Life)
• Capitalism and human nature discussion [20] (Fairness &

Equality)
• Costs and responsibilities of using resources and services [19]

(Capacity & Resources)
Health & Safety

• Opioid crisis and its impact on individuals and society [107]
(Quality of Life)

• Social media and opioid addiction relationship [38] (Quality of
Life)

• Social media’s impact onmental health and potential link to sui-
cide rates. [24] (Quality of Life)

Constitutionality & Jurisprudence
• Lawsuit against Bezos for denying bathroom access [25]

(Health & Safety)
Quality of Life

• Social media as a tool for connection and learning [48] (Capac-
ity & Resources)

• Measuring impact through quality of life and societal direction
[35] (Fairness & Equality)

• Improving society through better education and empathy. [26]
(Fairness & Equality)

• Impact of socialmedia on society and individuals [26] (Cultural
Identity)

Table A.26: Indicative summary from GPT4.
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A.6.2 Zero-Shot and Few-Shot Prompts for Frame Assignment

Zero-Shot (short)

[

"economic",

"capacity and resources",

"morality",

"fairness and equality",

"legality, constitutionality and jurisprudence",

"policy prescription and evaluation",

"crime and punishment",

"security and defense",

"health and safety",

"quality of life",

"cultural identity",

"public opinion",

"political",

"external regulation and reputation"

]

Zero-Shot

{

"economic": {

"description": "costs, benefits, or other financial

implications"↪→

},

"capacity and resources": {

"description": "availability of physical, human or financial

resources, and capacity of current systems"↪→

},

"morality": { "description": "religious or ethical implications"

},↪→

"fairness and equality": {

"description": "balance or distribution of rights,

responsibilities, and resources"↪→

},

"legality, constitutionality and jurisprudence": {

"description": "rights, freedoms, and authority of individuals,

corporations, and government"↪→

},

"policy prescription and evaluation": {

"description": "discussion of specific policies aimed at

addressing problems"↪→

},
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"crime and punishment": {

"description": "effectiveness and implications of laws and their

enforcement"↪→

},

"security and defense": {

"description": "threats to welfare of the individual, community,

or nation"↪→

},

"health and safety": {

"description": "health care, sanitation, public safety"

},

"quality of life": {

"description": "threats and opportunities for the individual's

wealth, happiness, and well-being"↪→

},

"cultural identity": {

"description": "traditions, customs, or values of a social group

in relation to a policy issue"↪→

},

"public opinion": {

"description": "attitudes and opinions of the general public,

including polling and demographics"↪→

},

"political": {

"description": "considerations related to politics and

politicians, including lobbying, elections, and attempts to

sway voters"

↪→

↪→

},

"external regulation and reputation": {

"description": "international reputation or foreign policy of

the U.S."↪→

}

}

Zero-Shot (full)

{

"economic": {

"description": "The costs, benefits, or monetary/financial

implications of the issue (to an individual, family,

community, or to the economy as a whole)."

↪→

↪→

},

"capacity and resources": {
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"description": "The lack of or availability of physical,

geographical, spatial, human, and financial resources, or

the capacity of existing systems and resources to implement

or carry out policy goals."

↪→

↪→

↪→

},

"morality": {

"description": "Any perspective or policy objective or action

(including proposed action) that is compelled by religious

doctrine or interpretation, duty, honor, righteousness or

any other sense of ethics or social responsibility."

↪→

↪→

↪→

},

"fairness and equality": {

"description": "Equality or inequality with which laws,

punishment, rewards, and resources are applied or

distributed among individuals or groups. Also the balance

between the rights or interests of one individual or group

compared to another individual or group."

↪→

↪→

↪→

↪→

},

"legality, constitutionality and jurisprudence": {

"description": "The constraints imposed on or freedoms granted

to individuals, government, and corporations via the

Constitution, Bill of Rights and other amendments, or

judicial interpretation. This deals specifically with the

authority of government to regulate, and the authority of

individuals/corporations to act independently of

government."

↪→

↪→

↪→

↪→

↪→

↪→

},

"policy prescription and evaluation": {

"description": "Particular policies proposed for addressing an

identified problem, and figuring out if certain policies

will work, or if existing policies are effective."

↪→

↪→

},

"crime and punishment": {

"description": "Specific policies in practice and their

enforcement, incentives, and implications. Includes stories

about enforcement and interpretation of laws by individuals

and law enforcement, breaking laws, loopholes, fines,

sentencing and punishment. Increases or reductions in

crime."

↪→

↪→

↪→

↪→

↪→

},

"security and defense": {
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"description": "Security, threats to security, and protection of

one's person, family, in-group, nation, etc. Generally an

action or a call to action that can be taken to protect the

welfare of a person, group, nation sometimes from a not yet

manifested threat."

↪→

↪→

↪→

↪→

},

"health and safety": {

"description": "Healthcare access and effectiveness, illness,

disease, sanitation, obesity, mental health effects,

prevention of or perpetuation of gun violence,

infrastructure and building safety."

↪→

↪→

↪→

},

"quality of life": {

"description": "The effects of a policy on individuals' wealth,

mobility, access to resources, happiness, social structures,

ease of day-to-day routines, quality of community life,

etc."

↪→

↪→

↪→

},

"cultural identity": {

"description": "The social norms, trends, values and customs

constituting culture(s), as they relate to a specific policy

issue."

↪→

↪→

},

"public opinion": {

"description": "References to general social attitudes, polling

and demographic information, as well as implied or actual

consequences of diverging from or \"getting ahead of\"

public opinion or polls."

↪→

↪→

↪→

},

"political": {

"description": "Any political considerations surrounding an

issue. Issue actions or efforts or stances that are

political, such as partisan filibusters, lobbyist

involvement, bipartisan efforts, deal-making and vote

trading, appealing to one's base, mentions of political

maneuvering. Explicit statements that a policy issue is good

or bad for a particular political party."

↪→

↪→

↪→

↪→

↪→

↪→

},

"external regulation and reputation": {

"description": "The United States' external relations with

another nation; the external relations of one state with

another; or relations between groups. This includes trade

agreements and outcomes, comparisons of policy outcomes or

desired policy outcomes."

↪→

↪→

↪→

↪→

}
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}

Few-Shot

{

"economic": {

"description": "The costs, benefits, or monetary/financial

implications of the issue (to an individual, family,

community, or to the economy as a whole).",

↪→

↪→

"examples": [

"Necessity of minimum wage laws and their effects on the labor

market.",↪→

"Consequences of unregulated capitalism and the potential of a

libertarian society.",↪→

"Risk-based insurance premiums determined by complex modeling

of probability and cost factors."↪→

]

},

"capacity and resources": {

"description": "The lack of or availability of physical,

geographical, spatial, human, and financial resources, or

the capacity of existing systems and resources to implement

or carry out policy goals.",

↪→

↪→

↪→

"examples": [

"Potential of biofuels as an alternative to fossil fuels.",

"Physical fitness tests measure upper body strength and

running ability for military service.",↪→

"Physical strength and endurance needed for modern combat."

]

},

"morality": {

"description": "Any perspective or policy objective or action

(including proposed action) that is compelled by religious

doctrine or interpretation, duty, honor, righteousness or

any other sense of ethics or social responsibility.",

↪→

↪→

↪→

"examples": [

"Fighting for the weak and vulnerable despite the odds.",

"Victim-blaming debate on police brutality.",

"Potential corruption of some native canadian bands and the

need for transparency."↪→

]

},

"fairness and equality": {
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"description": "Equality or inequality with which laws,

punishment, rewards, and resources are applied or

distributed among individuals or groups. Also the balance

between the rights or interests of one individual or group

compared to another individual or group.",

↪→

↪→

↪→

↪→

"examples": [

"Differences between humanism and feminism and their

respective goals.",↪→

"Disparities in scholarship opportunities for minority

students.",↪→

"Violent suppression of native american populations for

centuries leading to a lack of advocacy and rights."↪→

]

},

"legality, constitutionality and jurisprudence": {

"description": "The constraints imposed on or freedoms granted

to individuals, government, and corporations via the

Constitution, Bill of Rights and other amendments, or

judicial interpretation. This deals specifically with the

authority of government to regulate, and the authority of

individuals/corporations to act independently of

government.",

↪→

↪→

↪→

↪→

↪→

↪→

"examples": [

"Guns acquired through legal and illegal channels for criminal

use.",↪→

"Importance of the 2nd amendment and the implications of gun

ownership in a democracy.",↪→

"Relevance of sexual history in rape cases."

]

},

"policy prescription and evaluation": {

"description": "Particular policies proposed for addressing an

identified problem, and figuring out if certain policies

will work, or if existing policies are effective.",

↪→

↪→

"examples": [

"Religious scientists making major contributions to the world

despite majority of scientists being agnostic atheists.",↪→

"Pros and cons of voluntary registration.",

"Collective ownership of production for the betterment of

society, with workers profiting from the sale of their

labor."

↪→

↪→

]

},

"crime and punishment": {
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"description": "Specific policies in practice and their

enforcement, incentives, and implications. Includes stories

about enforcement and interpretation of laws by individuals

and law enforcement, breaking laws, loopholes, fines,

sentencing and punishment. Increases or reductions in

crime.",

↪→

↪→

↪→

↪→

↪→

"examples": [

"Complexities of police shootings and race.",

"Men are more likely to commit violent crimes than women.",

"Punishment as a response to crime debated, with consideration

of morality, severity, and aims."↪→

]

},

"security and defense": {

"description": "Security, threats to security, and protection of

one's person, family, in-group, nation, etc. Generally an

action or a call to action that can be taken to protect the

welfare of a person, group, nation sometimes from a not yet

manifested threat.",

↪→

↪→

↪→

↪→

"examples": [

"Protective physical self-defense in a fight.",

"Powerful military technology making infantry obsolete in

war.",↪→

"Protection of infants and mentally disabled through social

policy."↪→

]

},

"health and safety": {

"description": "Healthcare access and effectiveness, illness,

disease, sanitation, obesity, mental health effects,

prevention of or perpetuation of gun violence,

infrastructure and building safety.",

↪→

↪→

↪→

"examples": [

"Complexities of food choices and their effects on health.",

"Potentially fatal consequences of taking too much

acetaminophen.",↪→

"Encouraging healthy habits without shaming or pressuring

people to lose weight."↪→

]

},

"quality of life": {

"description": "The effects of a policy on individuals' wealth,

mobility, access to resources, happiness, social structures,

ease of day-to-day routines, quality of community life,

etc.",

↪→

↪→

↪→
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"examples": [

"Differences between adults and children in terms of

understanding and perception.",↪→

"Importance of extracurriculars and academics for college

admissions.",↪→

"Appropriate times to yell at customer service workers."

]

},

"cultural identity": {

"description": "The social norms, trends, values and customs

constituting culture(s), as they relate to a specific policy

issue.",

↪→

↪→

"examples": [

"Rapid shift in acceptance of homosexuality in the u.s.",

"Collective action necessary for social progress and change.",

"Complexities of gender identity and expression."

]

},

"public opinion": {

"description": "References to general social attitudes, polling

and demographic information, as well as implied or actual

consequences of diverging from or \"getting ahead of\"

public opinion or polls.",

↪→

↪→

↪→

"examples": [

"Gender roles and expectations are socially constructed and

changing.",↪→

"Pros and cons of the 40-hour work week.",

"Potential appeal of a political candidate."

]

},

"political": {

"description": "Any political considerations surrounding an

issue. Issue actions or efforts or stances that are

political, such as partisan filibusters, lobbyist

involvement, bipartisan efforts, deal-making and vote

trading, appealing to one's base, mentions of political

maneuvering. Explicit statements that a policy issue is good

or bad for a particular political party.",

↪→

↪→

↪→

↪→

↪→

↪→

"examples": [

"Differences between right-wing and left-wing politics.",

"Complexities of anarchy.",

"Power struggle between branches of government."

]

},

"external regulation and reputation": {
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"description": "The United States' external relations with

another nation; the external relations of one state with

another; or relations between groups. This includes trade

agreements and outcomes, comparisons of policy outcomes or

desired policy outcomes.",

↪→

↪→

↪→

↪→

"examples": [

"Implications of us involvement in nato and its allies.",

"Potential consequences of us intervention in ukraine.",

"Conflicting opinions on us involvement in foreign affairs."

]

}

}
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