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OpenWebSearch.eu Vision

• Handle massive-scale web data with high compute and storage demands

• Support mul�lingual processing (Language detec�on, deduplica�on, and text 
extrac�on)

• Provide scalable, distributed infrastructure for compu�ng and data

• Orchestrate complex data processing pipelines and data movement

• Leverage European HPC resources through the LEXIS Pla�orm 2

• Enable independent resource providers to join the OWI infrastructure

The OWS processing pipeline consists of large-scale web crawling, 
preprocessing, index genera�on, and dataset publica�on. These 
workflows are executed across major European HPC centers, including 
IT4Innova�ons (CZ), Leibniz Supercompu�ng Centre (DE), and CSC (FI). 
Parallel execu�on enables high-throughput processing of web-scale data. 

35.11 TiB index size

>1 TiB/day inges�on rate

1051 datasets published

Results & data available
9+ billion URLs indexed

185 languages covered
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• Demonstrates the feasibility of open, large-scale web indexing

• Advances transparent and reproducible search technologies

• Provides a blueprint for future data-intensive infrastructures

• Supplies web data to the LUMI AI Factory, enabling open-data-driven AI

• Enables seman�c search and a human-centred open web ecosystem
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