
Clemson University
TigerPrints

All Dissertations Dissertations

12-2015

Picosecond Time-Resolved Studies of Multiple
Energy Transfer in Conjugated Polymer
Nanoparticles
Louis Charles Groff II
Clemson University, lgroff@g.clemson.edu

Follow this and additional works at: https://tigerprints.clemson.edu/all_dissertations

This Dissertation is brought to you for free and open access by the Dissertations at TigerPrints. It has been accepted for inclusion in All Dissertations by
an authorized administrator of TigerPrints. For more information, please contact kokeefe@clemson.edu.

Recommended Citation
Groff, Louis Charles II, "Picosecond Time-Resolved Studies of Multiple Energy Transfer in Conjugated Polymer Nanoparticles"
(2015). All Dissertations. 1844.
https://tigerprints.clemson.edu/all_dissertations/1844

https://tigerprints.clemson.edu?utm_source=tigerprints.clemson.edu%2Fall_dissertations%2F1844&utm_medium=PDF&utm_campaign=PDFCoverPages
https://tigerprints.clemson.edu/all_dissertations?utm_source=tigerprints.clemson.edu%2Fall_dissertations%2F1844&utm_medium=PDF&utm_campaign=PDFCoverPages
https://tigerprints.clemson.edu/dissertations?utm_source=tigerprints.clemson.edu%2Fall_dissertations%2F1844&utm_medium=PDF&utm_campaign=PDFCoverPages
https://tigerprints.clemson.edu/all_dissertations?utm_source=tigerprints.clemson.edu%2Fall_dissertations%2F1844&utm_medium=PDF&utm_campaign=PDFCoverPages
https://tigerprints.clemson.edu/all_dissertations/1844?utm_source=tigerprints.clemson.edu%2Fall_dissertations%2F1844&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:kokeefe@clemson.edu


 

 

  

 

 

 

 

 

PICOSECOND TIME-RESOLVED STUDIES OF MULTIPLE ENERGY TRANSFER 

IN CONJUGATED POLYMER NANOPARTICLES 

 

 

A Dissertation 

Presented to 

the Graduate School of 

Clemson University 

 

 

In Partial Fulfillment 

of the Requirements for the Degree 

Doctor of Philosophy 

Chemistry  

 

 

by 

Louis Charles Groff II 

December 2015 

 

 

Accepted by: 

Dr. Jason D. McNeill, Committee Chair 

Dr. Steven J. Stuart 

Dr. Dvora Perahia 

Dr. Brian Dominy 



 ii 

ABSTRACT 

 

 

Conjugated polymer nanoparticles (CPNs) are a model system for the study of 

complex, nanoscale, multichromophoric interactions. In this dissertation, we are focused 

on furthering our understanding of the physical picture, processes, length scales, and time 

scales of energy transport in conjugated polymers. In particular, we are interested in 

determining how parameters related to the nanoscale structure and composition of CPs 

affect energy transport, which is investigated using steady-state and time-resolved 

fluorescence spectroscopy in conjunction with Monte Carlo simulation methods. Such 

information could prove useful for optimizing the structure and composition of device 

layers (e.g., in photovoltaic devices). We additionally seek to develop brighter, red-

emitting CPNs through Förster Resonance Energy Transfer (FRET) for their use in 

biomedical imaging applications. Analysis of dye-doped and polymer blended CPNs 

shows that the doped CPNs exhibit bright, red-shifted emission, owing to the highly 

efficient energy transfer from the host polymer PFBT to the respective dopants (the 

fluorescent dye perylene red in dye-doped CPNs, and the polymer MEH-PPV in blended 

CPNs). An exciton diffusion energy transfer model was employed to simulate exciton 

dynamics in doped CPNs, and additionally to determine the intrinsic exciton diffusion 

length for PFBT in the absence of quenching defects. Solvent-induced swelling methods 

were utilized to study how swelling affects the multiple energy transfer cascade to 

intrinsic defects and/or aggregate species in CPNs, which modulates the exciton 

dynamics and fluorescence properties of CPNs. Changes in the rate of exciton transport 

over a range of solvent compositions were measured using picosecond fluorescence 
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anisotropy decay (FAD). Analysis of the results indicates increased fluorescence 

lifetimes and fluorescence quantum yield with increasing THF concentration. 

Additionally, the FAD and model results indicate that the rate of exciton transport is 

significantly increased in the nanoparticle state compared to polymer in good solvent. 

The results elucidate a tradeoff between exciton transport rates and fluorescence quantum 

efficiency in conjugated polymer systems, which can be exploited for improvement of 

organic semiconductor-based devices.   
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CHAPTER ONE 

OVERVIEW 

1.1 Introduction 

Conjugated polymers (CPs) are a class of organic semiconducting materials that 

have been widely studied over the past few decades, owing to their use as active materials 

for low-cost photovoltaic (PV) and light-emitting diode (LED) technologies.
1-4

 These 

materials exhibit efficient emission in the UV and visible spectrum (fluorescence 

quantum yields ranging from ~30% to nearly 80%),
5,6

 as well as efficient energy and 

charge transport.
7,8

 The observed fluorescence emission in the UV-visible spectrum is 

due to the extended -conjugation along the polymer backbone, as well as the structure 

and heteroatoms that comprise each monomer unit.
9-11

 In order to tune conjugated 

polymers toward specific applications (e.g., fluorescent probes and/or devices), it is 

necessary to further understand the complex photo physics and amplified energy 

transport phenomena that are often observed in disordered CP aggregates such as thin 

films. Specifically, it is advantageous to understand how intrinsic defects and polymer 

structure and conformation affect the fluorescence properties of CPs. Conjugated 

polymer nanoparticles (CPNs) exhibit similar photo physics to those of CP thin films, but 

provide a more reliable means of controlling nanoscale interactions (e.g., energy transport 

to lower energy chromophores, defects, molecular ions, and/or weakly-emissive 

aggregates) that lead to heterogeneous dynamics in CPs. 

Many fluorescence imaging applications such as particle tracking and biological 

imaging methods require high brightness to ensure adequate signal-to-noise ratios, high 
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photostability for experiments requiring high excitation powers and/or extended 

acquisition times, and red-shifted emission to overcome background autofluorescence 

signals from biological media and optical components.
12

 CPNs meet (or exceed) the 

requirements for a wide variety of fluorescence imaging applications. In addition to 

possessing small (4-30 nm) particle diameters, CPNs are easily doped,
11,13

 

functionalized,
14

 and encapsulated,
15

  providing exceptional control over both emission 

wavelength and surface properties for biological imaging applications. The photostability 

figures of merit for CPNs such as ~10
9
 photons emitted prior to irreversible 

photobleaching and photobleaching quantum yields of ~10
-9

 are 2 to 3 orders of 

magnitude better than inorganic semiconductor quantum dots and dye-labeled proteins.
14

 

In addition, CPNs exhibit exceptional absorption and fluorescence characteristics, 

including extinction coefficients of ~10
9
 M

-1
 cm

-1
, absorption and fluorescence cross 

sections of ~10
-13

 cm
2
, and radiative rates of ~10

8
 photons/s.

16-18
 The ratio of fluorescence 

cross-section to particle volume indicates that CPNs are the brightest fluorescent probes 

of their size (<15 nm) to date, 1-2 orders of magnitude brighter than dye-loaded silica 

nanoparticles, CdSe and CdSe/ZnS quantum dots, and fluorescent proteins of comparable 

volume (e.g., green fluorescent protein and phycoerythrin).
16

 However, improvements in 

nanoparticle fluorescence quantum yield and red-shifting of emission are still required for 

effective use in complex biological samples to ensure sufficient signal-to-noise ratios and 

to overcome background fluorescence inherent in biological media. 
12

  

 

1.2 Frenkel Excitons in Conjugated Polymers 
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The absorption and emission of conjugated polymers in the UV and visible 

spectrum arises from the extended -conjugation (alternating single and double bonds) 

along the polymer backbone.
10

 -conjugation leads to delocalized electrons over several 

monomer units, which make up a chromophore (typically 2-8 monomer units in CPs and 

CPNs, depending on conjugation length). Upon absorption of a photon, an electron is 

excited from the  to * electronic band, generating a neutral excitation that is shared 

along several chromophores (via strongly coupled chromophore transition dipoles), 

known as a Frenkel (or molecular) exciton.
19

 

Transition dipole coupling strength determines the extent to which excitons form 

in CPs, as well as effective exciton size in CPs. Also, transition dipole coupling is a 

critical component of the various energy transport processes observed in CPs, such as 

Förster resonance energy transfer or FRET (termed homo-FRET for molecules that are 

energetically degenerate or hetero-FRET for non-degenerate molecules, discussed 

below), as well as coherent energy transfer between degenerate molecules, depending on 

the magnitude of the coupling strength, temperature, and the amount of disorder in the 

polymer. What follows is a presentation of a simplified theory for Frenkel-like excitons, 

based loosely on the theory as presented in a review by Kasha et al.,
20

 but omitting 

several higher-order effects and expressed in more modern notation. Here the discussion 

is limited to the basic features, key interactions, and some of the key phenomena such as 

Davydov splitting, “dark” excitons, and delocalized excitations or coherent energy 

transport. More rigorous, extensive, higher-level discussions including many phenomena 

not discussed here are provided by Silinsh and Capek 
21

 and Pope and Swenberg.
22
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In CPs, chromophores are formed as a result of the delocalization of pz orbitals 

between sp
2
-hybridized atoms, and chromophore size is dictated by the conjugation 

length of the polymer (typically 2-10 monomers per chromophore). Then, interactions 

between transition dipoles of two or more like chromophores result in Frenkel (or 

molecular) excitons,
19

 which can be described using perturbation theory. The coupling 

strength is quantified via the perturbation to the energy of the electronic states of the 

interacting chromophores. The following is a variant on a dimer model used to describe 

aggregates. The notation and approach is based on two-state perturbation theory as given 

by Atkins and Friedman.
23

 This approach is valid for non-degenerate chromophores 

(which describes energy transfer to a dopant, or energy transfer between weakly coupled 

chromophores in the presence of significant disorder), as well as degenerate 

chromophores (i.e., excitons). The Hamiltonian 𝐻̂ is defined as 

𝐻̂ = 𝐻̂(0) + 𝑉̂,         (1.1) 

where 𝐻̂(0) is the zero-order (unperturbed) Hamiltonian and 𝑉̂ is the perturbation to the 

system. For two non-interacting chromophores a and b, the states are given by |𝑎(0)⟩, 

|𝑏(0)⟩ with site energies given by 𝐻(0)|𝑎(0)⟩ = 𝐸𝑎
(0)
|𝑎(0)⟩ and 𝐻(0)|𝑏(0)⟩ = 𝐸𝑏

(0)
|𝑏(0)⟩ 

respectively (note: for degenerate chromophores, 𝐸𝑎
(0)

= 𝐸𝑏
(0)

). Next we introduce a 

perturbation representing the interaction between the sites. In the case of two interacting 

(transition) dipoles, we can represent the interaction potential (perturbation) as 

𝑉̂ = 𝑉𝑑𝑑{|𝑎
(0)⟩⟨𝑏(0)| + |𝑏(0)⟩⟨𝑎(0)|},            (1.2) 
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where 𝑉𝑑𝑑 is the transition dipole coupling strength. Once the perturbation is applied, the 

perturbed wavefunctions that describe the system are given by linear combinations of the 

zero-order wavefunctions of the general form 

|+⟩ = 𝑐𝑎|𝑎
(0)⟩ + 𝑐𝑏|𝑏

(0)⟩,      (1.2) 

and 

|−⟩ = 𝑐𝑎|𝑎
(0)⟩ − 𝑐𝑏|𝑏

(0)⟩,      (1.3) 

where ca and cb are constants. For non-degenerate chromophore interactions, the 

wavefunctions for the mixed state depend on the coupling strength and the chromophore 

energy difference Δ𝐸(0), given by 

|+⟩ = |𝑎(0)⟩ +
|𝑉𝑑𝑑|

Δ𝐸(0)
|𝑏(0)⟩,     (1.4) 

and 

|−⟩ = |𝑏(0)⟩ +
|𝑉𝑑𝑑|

Δ𝐸(0)
|𝑎(0)⟩     (1.5) 

(it should be noted that the expressions for |+⟩, |−⟩ are not normalized), with energies 

𝐸+ = 𝐸𝑎
(0)

+
𝑉𝑑𝑑
2

Δ𝐸(0)
,          (1.6) 

and 

𝐸− = 𝐸𝑏
(0)

−
𝑉𝑑𝑑
2

Δ𝐸(0)
.          (1.7) 

Thus, the strength of the perturbation (which gives the amount of wavefunction mixing in 

Equations 1.4 and 1.5, and the magnitude of the energy shift in Equations 1.6 and 1.7) 

depends upon the magnitude of the coupling strength and the energy difference between 

chromophores. The weakly mixed state that results from the perturbation (either |+⟩ or 

|−⟩) depends on which of the mixed states is lower in energy (and which chromophore is 
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lower in energy), since both homo-FRET and hetero-FRET occur from a higher energy 

chromophore to the lower energy chromophore.  

For a degenerate two-state system (which is a reasonable description of 

interactions between excited states on identical interacting chromophores), the first-order 

exciton states are determined by symmetry, given by 

|+⟩ =
1

√2
[|𝑎(0)⟩ +|𝑏(0)⟩],     (1.8) 

and 

|−⟩ =
1

√2
[|𝑎(0)⟩ −|𝑏(0)⟩].     (1.9) 

The first-order energies E± are then given by: 

𝐸+ = 𝐸(0) + 𝑉𝑑𝑑,          (1.10) 

and 

𝐸− = 𝐸(0) − 𝑉𝑑𝑑.        (1.11) 

Thus, the perturbation acting on a set of degenerate (or nearly degenerate) electronic 

states results in fairly complete mixing of the wavefunctions, as well as increased 

splitting of the previously degenerate energy levels of the individual chromophores 

sharing the excitation. By extending this approach to a large number of chromophores, 

the splitting increases to a limiting value: the Davydov splitting.
24

 The resulting Davydov 

splitting leads to energy shifting of the UV-Vis and fluorescence spectra of CPs in the 

nanoparticle or thin film state due to interchain and/or intrachain interactions. Given the 

total dipole moment operator  

𝜇̂ = 𝜇{|𝑎(0)⟩⟨𝑎(0)| + |𝑏(0)⟩⟨𝑏(0)|},         (1.12) 
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calculation of the modulus squared of the total dipole moment, |⟨±|µ̂|±⟩|2 yields the 

transition dipole moment µTD, and determines whether or not a given exciton state (|+⟩ or 

|−⟩) contributes to the emission signal. If the transition dipole moment is nonzero, 

emission is allowed from the respective state (µ𝑇𝐷 = 0 corresponds to a forbidden 

transition, or dark exciton state), and is the basis of the spectral characteristics of H- and 

J-aggregates (i.e., they are different principal general types of excitons). Favorable 

arrangements of transition dipole moments between coupled chromophores yield 

emission from the lower energy |+⟩ state in J-aggregates, with the |−⟩ state being a dark 

exciton state (with the reverse relationship for H-aggregates). Other phenomena that 

result from favorable arrangements of transition dipoles are superradiance and 

fluorescence line-narrowing. Superradiance is typically observed in J-aggregates (both 

polymer J-aggregates such as PPVs, and small molecule J-aggregates such as 

pseudoisocyanine/PIC), due to excellent overlap between J-aggregate absorption and 

emission (for strong transition dipole coupling), resulting in an N-fold increase in the 

radiative rate, where N is the number of coupled chromophores.
25-27

 Fluorescence line-

narrowing is an effect of strong transition dipole coupling in conjunction with strong 

excitation, in which the emission spectrum of an aggregate collapses into a superradiant, 

narrow peak.
28,29

  

Thermal effects (thermal disorder) as well as packing disorder, conformational 

disorder, and energetic disorder lead to partial localization of excitons. The localized 

excitons are able to migrate along or between polymer chains via several processes, 

including incoherent processes such as Förster resonance energy transfer (FRET) and 
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Dexter energy transfer (described in detail in section 1.3), or by coherent energy transfer 

(i.e., if the thermal or energetic disorder is weak relative to the dipole-dipole coupling 

strength); all of these processes encompass what is often referred to as “exciton 

diffusion,”
30

 or multiple energy transfer. These terms will be used interchangeably in this 

dissertation. The contributions from each transport process occur on differing length 

scales and time scales. Coherent transport occurs in disordered CPs over short lengths 

and subpicosecond time scales, whereas incoherent transport occurs over longer (2-5 nm) 

lengths and on the time scale of ps or greater. It is likely that a mixture of both coherent 

and incoherent transport occurs in disordered CP systems, in which there is mostly 

coherent ET between the chromophores within a given weakly localized or partially 

delocalized exciton, followed by one or more incoherent energy transfer events during 

the excited state lifetime. 

Coherent energy transfer is understood by calculating the time-dependent 

probability of energy transfer between strongly coupled, degenerate chromophores. For 

the aforementioned two-molecule system, the probability amplitude of an excitation 

transferring from a chromophore in state |𝑎⟩ to a degenerate chromophore in state |𝑏⟩ is 

given by  

𝐴(𝑡) = ⟨𝑏| exp (
𝑖𝐻𝑡

ℏ
) |𝑎⟩ =

1

2
[exp⁡(𝑖𝜔𝑡) − exp⁡(−𝑖𝜔𝑡)] = 𝑖𝑠𝑖𝑛(𝜔𝑡),            (1.13) 

where 𝜔 = 𝑉𝑑𝑑/ℏ, and ℏ is the reduced Planck constant ℎ/2𝜋. The resulting tunneling 

probability is given by |𝐴(𝑡)|2 = 𝑠𝑖𝑛2(𝜔𝑡). Thus, the probability of finding the excited 

state electron on one of the participating chromophores oscillates back and forth between 

the coupled chromophores with an energy transfer rate constant of 𝑘𝑒𝑡 = 𝑉𝑑𝑑/ℏ. This 
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tunneling process occurs on the femtosecond time scale, and represents the strong 

coupling or coherent limit and is a good approximation as long as thermal disorder and 

energetic disorder are low relative to the coupling strength. Given a set of chromophores 

with strongly coupled transition dipoles, an excitation on one of the chromophores will 

yield an oscillating excitation across the set of interacting chromophores. Förster transfer 

between identical chromophores involves the same basic physical picture, but thermal or 

energetic disorder breaks up the coherence and the mixing of the states (introduces 

additional frequencies in Eq. 1.13), and the resulting transport process is better described 

as excitation localized on a single chromophore undergoing hopping via an incoherent 

process. It is important to note that the underlying physical picture and interactions are 

the same for homo-FRET and the Frenkel picture, and that there is no clear demarcation 

between when homo-FRET becomes coherent transfer (i.e., excitons). Rather, these 

transport processes exist as a gradient, where the contributions from each depend on the 

coupling strength and the temperature (and other forms of disorder). It is possible even 

for the same system that at high temperatures homo-FRET dominates, whereas at low 

temperatures, excitons dominate.
20,31,32

 The effects of disorder are discussed in greater 

detail as follows. 

As mentioned above, temperature and disorder in CPs and CPNs also affect the 

rate of exciton transport. At high temperatures (e.g. room temperature) excitons can 

resonantly couple to optical phonons (exciton-phonon coupling), which breaks up exciton 

coherence, forcing exciton transport to occur via incoherent, phonon-assisted processes. 

At low temperatures, exciton transport is dominated by coherent energy transfer.
32-35
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Conformational variability, variability in interchain interactions associated with more or 

less amorphous packing, and/or chemical defects in the CP chain give rise to energetic 

disorder that can affect various excited state processes as well as lead to shifts in 

emission spectra. Conformational variability (structural defects, i.e. bends or kinks in the 

polymer chain) arise most commonly in aggregated CP samples such as nanoparticles or 

thin films, whereas chemical defects in CPs are often the result of oxidation of the 

polymer (e.g. fluorenone/keto defects in polyfluorenes) or side products in the 

polymerization reaction.
36

 The presence of various defects result in conjugation breaks 

along CP chains, which in turn yields inhomogeneous broadening of optical spectra due 

to the distribution of chromophore energies associated with a random distribution of 

conjugation lengths within the polymer.
37

 Exciton energies can vary due to the 

underlying energetic disorder of the chromophores (i.e., variation in the site energies), 

variability in the transition dipole coupling strength (which is in turn highly dependent on 

interchromophore separation and orientation), and exciton energies vary depending on 

their spatial extent and symmetry. The various types and effects of disorder contribute to 

variability in exciton transport pathways and rates, thus broadening the distribution of 

fluorescence lifetimes within CPs and CPNs, leading to complex fluorescence intensity 

decay kinetics. 

Exciton transport is not limited to singlet excited states. Singlet excitons may 

undergo intersystem crossing to form triplet excitons, which are typically much longer 

lived (ns-ms) compared to singlet excitons (fs-ns), and can have higher non-radiative 

decay rates (as in PPV-based polymers) than radiative (phosphorescence) decay rates.
38,39
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As such, triplet excitons in conjugated polymers are sometimes termed “dark excitons” 

(but should not be confused with the dark excitonic states resulting from a net zero 

transition dipole moment in the previous dimer model discussion).
40

 Like singlet 

excitons, triplet excitons are capable of both coherent and incoherent transfer pathways 

(though Davydov splitting effects and coherent transport are minimal for most triplet 

systems, except for systems with heavy ions due to increased singlet-triplet mixing).
41

 

However, incoherent triplet exciton transport is restricted to nearest-neighbor 

mechanisms such as Dexter electron transfer (c.f. Section 1.3). As such, triplet exciton 

diffusion constants are typically much less than singlet exciton diffusion constants 

(typically by ~1-3 orders of magnitude).
8,42

 On the other hand, triplet diffusion lengths 

can be quite large, due to the higher triplet lifetime as compared to singlets.
43

 

 

1.2.1 Exciton Decay Processes in CPs 

In addition to the exciton diffusion processes mentioned above, there are various 

decay processes in CPs and CPNs that determine the fate of a given exciton after photon 

absorption (c.f. Fig 1.1).  
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Fig. 1.1. (a) Jablonski diagram illustrating the exciton decay processes in doped CPNs. 

(b) Illustration relating the rate processes in (a) to their respective physical observables. 
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After vibrational relaxation to the ground vibrational state of the excited 

electronic state (kvr), an exciton may either decay radiatively (kr), or non-radiatively via 

internal conversion (knr). The exciton may also undergo Förster resonance energy transfer 

(FRET) to a defect site (kdef) where the exciton is quenched. Excitons may undergo 

charge transfer to form hole polarons (kct, discussed later), or the hole and electron 

recombine to reform the neutral exciton (krec). If subsequent excitons are generated in the 

vicinity of a polaron, they may be quenched by the polaron (kqp). If a dopant species is 

introduced into the system, an exciton may undergo FRET to the dopant (ket, discussed 

below), where similar processes apply if the dopant is a conjugated polymer, or radiative 

and non-radiative decay may occur if a fluorescent dye dopant is used. 

 

1.3 Förster Resonance Energy Transfer (FRET) and Dexter Energy Transfer 

Conjugated polymers exhibit two main mechanisms of incoherent energy 

transport, Förster resonance energy transfer (FRET) (which was discovered in the 1940s 

by Förster,
44

 and is a useful tool for measuring interactions between molecules for 

distances <10 nm. As such, FRET is often referred to as a “molecular ruler.”
45-47

) and 

Dexter energy transfer (discovered several years later in the 1950s by Dexter,
48

 which 

occurs at short ranges, and when the conditions for FRET are unfavorable). The key 

differences between each process are discussed in detail below. 

The process of FRET involves long-range transition dipole coupled energy 

transfer from an energy donor to an energy acceptor, resulting in non-radiative relaxation 

of the donor electron from the excited state back to the ground state, and concomitant 
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HOMOLUMO excitation in the acceptor.
44

 If transfer occurs between like molecules 

(e.g. equivalent chromophores of a conjugated polymer), this is referred to as 

homotransfer or homo-FRET. If transfer occurs between chemically distinct molecules, 

this is referred to as heterotransfer/hetero-FRET. The FRET process is dependent upon 

several variables, including intermolecular separation, spectral overlap of the donor 

fluorescence spectrum with the acceptor absorption spectrum, and relative alignment of 

transition dipole moments between the donor and acceptor. It is convenient to define a 

distance R0 known as the Förster radius, where FRET between the donor and acceptor is 

50% efficient (typically 1-6 nm).
49,50

 Förster posited that, under favorable conditions, the 

transition dipoles of nearby chromophores can couple in such a way as to lead to energy 

transfer. Due to the dipole-dipole nature of the interaction, the rate of ET is given by  

,                                                (1.14) 

where R is the intermolecular separation and 0 is the fluorescence lifetime of the donor. 

R0 depends on the spectroscopic properties of the donor and acceptor, including the 

spectroscopic overlap. If the spectra are given as a function of wavelength in nm, then R0 

is given by 

,                                   (1.15) 

where n is the refractive index of the solvent, N is Avogadro’s number, D is the 

fluorescence quantum yield of the donor (a measure of the percentage of photon 

absorption events that result in fluorescence photons). 2
 is the transition dipole 
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orientation factor (typically assumed to be 2/3 for random transition dipole orientations), 

given by 

,                 (1.16) 

where the angle  corresponds to the angle between the donor and acceptor transition 

dipole vectors,  corresponds to the angle between the donor transition dipole vector and 

the intermolecular axis, and  corresponds to the angle between the acceptor transition 

dipole vector and the intermolecular axis (c.f. Fig 1.2). 

  

22 )coscos3(cos  
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Fig. 1.2. Illustration of transition dipole vectors and angles used to calculate 2
 for a 

donor and acceptor pair. D (green) and A (red) correspond to the donor and acceptor 

transition dipole vectors, R (blue) is the intermolecular distance along the intermolecular 

axis.  
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Lastly, J() is the spectral overlap integral, calculated by 

,                                        (1.17) 

where  and d are the wavelength and wavelength spacing, respectively, FD() is the 

normalized emission spectrum of the donor, and A() is the extinction spectrum of the 

acceptor (converted from the absorption spectrum using Beer’s Law).  

The dependence of the FRET rate constant on the inverse sixth power of 

intermolecular separation arises initially from the fact that FRET is facilitated by 

interacting excited-state transition dipoles, whose coupling strength is proportional to the 

interchromophore separation R as R
-3

, which is taken to be a first-order perturbation 

between the excited donor and acceptor. Using a Fermi Golden Rule approach, we see 

that the time-dependent probability of energy transfer derived from the dimer model can 

be reduced from its sin
2
 relationship with time to a linear relationship with time  

𝑃𝑒𝑡(𝑡) = 2𝜋ℏ𝑡|𝑉𝑑𝑑|
2𝜌(𝐸𝑟𝑒𝑠),      (1.18) 

where ℏ is the reduced Planck constant and 𝜌(𝐸𝑟𝑒𝑠) is the density of resonant states, 

proportional to the spectral overlap J() (Note that the time derivative of Equation 1.18 is 

Fermi’s Golden Rule). Thus the interaction potential is squared, yielding an R
-6

 

proportionality in the energy transfer rate.
23,51

 The distinction between Förster transfer 

and coherent transfer is that Förster transfer is assumed for weakly coupled transition 

dipoles (and/or higher disorder), whereas coherent transfer requires strong coupling. As is 

seen in the analogous two-state perturbation model (Eqs. 1.4–1.7), the degree of mixing 

in the perturbed states (i.e., the strength of coupling between sites) depends on the 





0

4)()()(  dFJ AD



 18 

strength of the dipole-dipole coupling (𝑉𝑑𝑑) as compared to the level of thermal disorder 

𝑘𝑏𝑇, where 𝑘𝑏 is the Boltzmann constant and T is temperature. 

 

1.3.1 Dexter Energy Transfer 

In organic semiconductors, another significant mechanism of energy transfer is 

Dexter electron transfer. In Dexter transfer, an electron in the ground state of the acceptor 

is exchanged with an electron in the excited state of the donor. These electrons possess 

identical spins, and remain in similar electronic states (e.g., an excited state donor 

electron is transferred to the excited electronic state of the acceptor, and a ground state 

electron in the acceptor is transferred to the ground state of the donor). The spin criterion 

holds true for singlet Dexter transfer, but not for triplet transfer, or triplet-triplet 

annihilation,
52

 in which the transferred electrons possess opposite spins. The Dexter 

process is facilitated by molecular orbital (wavefunction) overlap, as well as spectral 

overlap of the donor fluorescence spectrum with the acceptor absorption spectrum. Given 

the former criterion, the Dexter transfer mechanism is very sensitive to changes in 

intermolecular separation. The distance-sensitivity of Dexter transfer is made clear upon 

inspection of the probability of electron exchange, given by: 

,          (1.19) 

where Z is a constant (≪1), J() is the is the normalized spectral overlap integral given 

by Equation 1.17, R is the intermolecular separation (in angstroms), and L is the average 

of the van der Waals radii of the donor and acceptor (in angstroms).
48

 Inspection of the 

)/2exp()(
2
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exponential term alone in Equation 1.18 elucidates the distance sensitivity of Dexter 

transfer. Depending on the average van der Waals radius L, the probability of electron 

exchange falls to essentially zero within ~1-2 nm or less, and is reduced further 

depending on the spectral overlap and Z, proving that Dexter transfer is only efficient at 

very small intermolecular separations. However, for cases in which chromophores are 

tightly packed and Förster transfer is not favored (for example, due to unfavorable dipole 

alignment, or in the case of triplet excited states, which exhibit low acceptor extinction), 

Dexter transfer may be the dominant energy transfer mechanism.
53

  

 

1.4 Conjugated Polymer Device Structure 

Conjugated polymers have been utilized in several device types including 

photovoltaics and LEDs. Thin films are used in these devices in order to minimize device 

size and due to the need to layer active materials specifically for electron and hole 

injection and transport, or as an emissive material layer. In a typical organic photovoltaic 

(c.f. Fig 1.3), a substrate such as glass is deposited with several thin films, the first being 

an optically transparent conducting anode material that acts as a hole injection material 

(e.g. indium tin oxide, ITO). Due to the efficiency of energy transport and hole transport, 

hole-conducting CPs such as the ones used in this research would comprise the hole 

transport material in these devices. An efficient electron transport layer material (e.g. 

thiophene polymer, fullerene polymer) is blended with the hole transport material in the 

same solution, and then the blend is deposited on top of the cathode, forming a bulk 

heterojunction. A metal cathode (typically aluminum) is deposited on top of the bulk 
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heterojunction. In these devices, neutral photoexcitations known as Frenkel excitons 

(described in the next section) are generated in the bulk heterojunction where the hole 

and electron transport materials overlap, and the neutral exciton is separated into 

individual charges (electrons, holes) via charge transfer. The electron and hole are then 

transported through the respective transport layers to the cathode or anode, generating 

electrical current in the device. 
54-56

 Running a similar device in reverse produces light (as 

charges recombine and excitons decay radiatively), and is the basis of organic LED 

technology. The efficiency of these devices is determined partially by the work functions 

of the cathode and anode materials, as well as the efficiency of charge transfer and 

recombination. Typical power conversion efficiencies for these devices are up to ~9% for 

OPVs (similar to quantum dot based PVs), and up to 8% for OLEDs (compared to ~10% 

for quantum dot LEDs).
1,54,55,57-59
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Fig. 1.3. Schematic of a bulk heterojunction organic photovoltaic/LED device depicting 

exciton generation and exciton, electron, and hole transport.  
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1.5 Polarons in Conjugated Polymers 

In addition to mobile exciton states, organic semiconductors intrinsically possess 

mobile charged states that act as charge carrier states, which have been exploited for 

photovoltaic/LED device applications. In these devices, charges are either injected into 

the polymer through cathode/anode materials, or formed by dissociation of excitons 

through charge transfer events in the bulk heterojunction (c.f. section 1.4). Additionally, 

many fluorescence measurements on conjugated polymers and nanoparticles are 

complicated by photoejection of charges at higher excitation powers, resulting in a 

leftover isolated charge on the polymer chain that quenches the excited state via charge-

transfer complex formation or damages the polymer resulting in photobleaching. These 

molecular ions along with the polarized volume surrounding them within the polymer are 

treated as quasiparticles and referred to as polarons. 

The majority of measurements performed in this research were performed in air, 

and thus the presence of oxygen provides an oxidizing environment. This is combined 

with the fact that under ambient conditions, the CPs used in this study are inherently 

hole-conducting/electron donating. As such, hole polarons are assumed to be the 

prominent type of polaron occurring in these CPs. However, under reducing conditions, 

or by using intrinsically electron-conducting conjugated polymers based on perylene 

diimide structures, or based on fullerenes such as PCBM, electron polarons can be more 

prominent.
60-62

 Hole polarons can recombine with electrons to reform Frenkel excitons, 

and the combined processes of exciton dissociation and charge recombination (together 

with luminescence quenching by polarons) lead to blinking phenomena in CP single 



 23 

molecules and CPNs. 
63-65

 Polaron formation introduces red-shifted features into CP 

absorption spectra that overlap with the emission spectra.
66

 Thus, the spectral overlap of 

hole polaron absorption with CP emission yields efficient FRET to polarons, substantially 

quenching fluorescence (and causing blinking when polarons are generated and 

recombine rapidly). In early device work, the observation of substantial quenching of CP 

film emission under only modest bias voltages (corresponding to relatively low fields of 

~1 MV/cm or less) led to the conclusion that excitons in CPs have relatively low binding 

energies (<0.01 eV), similar to those of Wannier excitons,
67,68

 which are typically only 

stable at low (a few K) temperatures.
30

  However, later work by Bässler and others 

indicated that Frenkel excitons have much higher binding energies (~0.1-0.5 eV), and 

that emission quenching was due to high densities of hole polarons in the device acting as 

efficient fluorescence quenchers.
69,70

 Indeed, polarons are able to quench ~90% of the 

fluorescence of a CP chain consisting of ~10
3
 chromophores, and they can possess 

quenching volumes as high as ~400 nm
3
, making them extremely efficient fluorescence 

quenchers.
64,70,71

 Polaron quenching becomes significant at a density of 5x10
17

 

polarons/cm
3
, which is typically exceeded in devices.

7,72
 In addition, polarons can diffuse 

throughout the conjugated polymer medium, given that conjugated polymers are 

disordered semiconductors. The localized quenching behavior of hole polarons has also 

been exploited for tracking of charge carrier motion in CPNs, 
64,73

 and can be utilized to 

determine the rates of polaron generation and recombination in CPNs via determination 

of blinking rates using single molecule fluorescence microscopy. 
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1.6 Aggregate Species in Conjugated Polymer Nanoparticles 

Conjugated polymer nanoparticles are comprised of one or more collapsed CP 

chains. Given the dramatic increase in chromophore density, energetically favorable 

interactions between many closely spaced chromophores lead to the formation of 

aggregate species. These aggregate species can be in the form of H- or J- aggregates 

(which are two of the principal general types of exciton states discussed earlier in Section 

1.2), excimers, or exciplexes.
74-76

 These interacting species are given in detail below. In 

addition to the aforementioned aggregate species, conformational variability introduced 

upon chain collapse (e.g. bending/kinking of the polymer backbone) breaks up the 

conjugation along the polymer backbone. All of the aforementioned interactions yield 

changes in the emission characteristics of CPNs compared to polymer in good solvent 

(i.e., shifting and inhomogeneous broadening of the nanoparticle absorption and emission 

spectra, as well as increased lifetime heterogeneity), where aggregates and their 

corresponding photophysics contribute in greater proportion overall than conformational 

variability to the changes in CP photophysics upon nanoparticle formation. 

The differentiating characteristics between H- and J-aggregates are their structural 

alignments, spectral shifts (that arise from the orientation of coupled transition dipoles), 

and fluorescence lifetimes. As previously mentioned, H- and J-aggregates both arise from 

Davydov splitting effects resulting from favorably arranged transition dipoles between 

interacting chromophores (the Frenkel exciton picture described in Section 1.2). While 

transition dipole orientation-dependence is implicit in the Frenkel picture, modern studies 

on H- and J-aggregates often prefer to discuss orientation dependence directly through 
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the structural alignment of the interacting molecules, known as the “slippage angle.” This 

is the angle formed by the long axis of one molecule, and the line connecting the centers 

of the molecules. For high slippage aggregates (angles < 54.7°), the transition dipoles are 

aligned in a head-to-tail orientation, which leads to J-aggregate spectral characteristics. 

For low slippage aggregates (angles > 54.7°), the transition dipoles are in parallel 

orientation, leading to H-aggregate spectral characteristics (c.f. Fig 1.4).
77

 In H-

aggregates, the absorption and fluorescence spectra are shifted toward higher energy 

(hypsochromically shifted or blue-shifted) and the emission spectrum is broadened. The 

lifetimes of H-aggregates are also either similar to or longer than that of the monomer.
78-

80
 In contrast, J-aggregates exhibit bathochromically shifted (shifted toward lower energy 

or red-shifted) absorption and emission, with a narrowing of the emission band, an 

increase in fluorescence quantum yield, and a substantial reduction in lifetime compared 

to the monomer. (While Scheibe and Jelley both independently discovered J-aggregates 

in the same year, Jelley is formally credited for their discovery through their 

nomenclature, and Frenkel developed the quantum mechanical description).
19,75,77,81,82

 

The energy shifting in H- and J-aggregates results from exciton formation between the 

aggregated chromophores resulting in Davydov splitting into a higher and lower energy 

state relative to the degenerate monomers. Calculating the transition dipole moment for 

the higher and lower energy states in each case determines the optically allowed 

transitions for both aggregate species (c.f. Section 1.2), with the allowed transition for 

each case being the transition to the higher energy state for an H-aggregate, and the lower 

energy state for a J-aggregate. These states correspond a nonzero vector sum of transition 



 26 

dipoles (parallel transition dipole arrangement for H-aggregates, head-to-tail arrangement 

for J-aggregates), whereas the opposite states yield transition dipole vector sums of zero 

(antiparallel transition dipole arrangement for H-aggregates, head-to-head transition 

dipole arrangement for J-aggregates), forming dark exciton states.
20,83
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Fig 1.4. Molecular orbital illustration of ideal (a) J-aggregate and (b) H-aggregate states. 

Transition dipole coupling stabilizes the dimer. The allowed transitions for each 

aggregate are given by the solid black arrow, and forbidden transitions are given by a 

dashed black arrow. Transition dipole orientations and total dipole moments are given to 

the right of each M.O. diagram. 
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Excimers (excited dimers) and exciplexes (excited complexes) are another pair of 

aggregate species in CPs, and both result from an interaction of one molecule in its 

excited state with another molecule in its ground state. Excimers result from RET and/or 

electron transfer interactions (due to orbital overlap) between like molecules to form an 

electronically neutral dimer (similar to H- and J-aggregates, except that there is a net, 

though possibly slight, bonding interaction due to orbital overlap, and the ground state is 

dissociated, which gives rise to a characteristic broad, red-shifted spectrum). The main 

factors that impact whether excimers or H- or J-aggregates form includes the structural 

arrangement of the molecules, the relative transition dipole coupling strength between the 

interacting monomers, and whether there is a net bonding interaction in the excited state, 

(i.e., intermolecular bonding via a pi* orbital). Excimers and H-aggregates form under 

similar structural arrangements; however, excimers have several differentiating 

characteristics from H-aggregates. Unlike H-aggregates, constituent monomers of an 

excimer are only electronically coupled in the excited state, possessing a weak bonding 

interaction in the excited state, and a dissociative ground state (the individual molecules 

of the dimer repel following emission). In addition to the dissociative ground state, the 

other distinguishing photophysical features of excimers include a broad, red-shifted 

emission spectrum (due to the electronic stabilization of the dimer upon formation) 

lacking vibronic structure, and a substantial reduction in fluorescence lifetime.
83

 

Exciplexes are formed by electron transfer between two chemically distinct molecules 

(e.g. following charge transfer in a bulk heterojunction), where the excited electron donor 

becomes positively charged, and the electron acceptor becomes negatively charged. 
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Formation of the charge-transfer state results in either back-transfer to reform either the 

ground state or the Frenkel exciton on the donor, or coulombic attraction between the 

electron/hole pair to form the exciplex. Like excimers, exciplexes have a dissociative 

ground state following emission, and exhibit broad, structureless, red-shifted emission 

due to energetic stabilization of the charge-transfer complex. However, in contrast to 

excimers, exciplexes have longer lifetimes, where the exciplex state is either similar in 

lifetime or much longer-lived compared to the lifetime of the donor molecule, as well as a 

reduced fluorescence quantum yield.
76,83,84

 Due to the conditions required for efficient 

electron transfer (c.f. section 1.4), exciplexes form most efficiently for arrangements of 

donor and acceptor that maximize molecular orbital overlap (c.f. Fig 1.5). Exciplexes also 

tend to be favored in nonpolar solvents, as polar solvents stabilize the interacting charges 

leading to solvent-separated ion pairing and exciplex quenching.
85
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Fig. 1.5. Molecular orbital illustration of excimer (a, b) and exciplex (c-e) formation, 

accompanied by molecular illustrations of pyrene excimer formation (top) and 

anthracene/N,N-diethylaniline exciplex formation (bottom). In the excimer case, two like 

molecules M1 and M2 interact, with (a) M1 initially excited to M1*, followed by (b) RET 

(yellow arrows) to form a neutral excited dimer (M1M2)* (though RET may be replaced 

by electron transfer). In the exciplex case, two distinct molecules, one electron donor D 

and one electron acceptor A interact. (c) The donor is excited from D to D*, followed by 

(d) electron transfer (black arrow) from D* to the acceptor A to form an excited state 

charge-transfer complex (D
+
A

-
).

83
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1.7 Measurement of Exciton Diffusion Length 

For some device types, it is required for excitons to travel long distances over the 

course of their excited state lifetime for optimum device efficiency (i.e., excitons must 

travel far enough to encounter a bulk heterojunction, so that charge transfer can occur, as 

in organic photovoltaics). In the experiments detailed in the later chapters of this 

dissertation, we aim to determine the length scale in which exciton diffusion occurs in 

conjugated polymer nanoparticles. Given the difficulty in determining the exciton 

diffusion constant directly, the quantity typically reported instead is the exciton diffusion 

length, LD. The relationship between LD and the diffusion constant D is derived from 

Brownian motion theory, which assumes that diffusion is given by Gaussian probability 

distribution function, given in 1D by 

 2

0 2/)(exp
2

1
)( 


xxxp  ,             (1.20) 

where x0 is the initial position of a particle at time t0, x is the positon at a later time t, and  

Dt2 ,      (1.21) 

where D is the diffusion constant. Extending Equation 1.21 to the exciton diffusion 

picture, and accounting for the probabilities of radiative decay and energy transfer over 

the course of the excited state lifetime, the diffusion length is given by 

nDLD 2 ,        (1.22) 

where n is the dimensionality ( n = 1, 2, 3), and  is the exciton lifetime. 

While Wannier excitons in crystalline inorganic semiconductors can possess 

diffusion lengths of several microns,
86

 (Frenkel/molecular) exciton diffusion lengths in 
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organic semiconductors are typically much shorter. For example, measured exciton 

diffusion lengths for single crystals of anthracene range from ~30 nm to 60 nm,
87-89

 and 

diffusion lengths of under 15 nm are typically reported for conjugated polymers.
13,90,91

 

The probability of energy transfer to polarons, chemical defects, and aggregate species 

(resulting from chromophore interactions) can reduce the observed exciton diffusion 

length. There are various experimental methods employed to characterize exciton 

diffusion in organic semiconductors that lead to a wide range of reported exciton 

diffusion lengths due to various experimental complications.
92

 Many of the reported 

exciton diffusion lengths have been determined via various thin film methods, such as 

doped thin films, or photoluminescence quenching in bilayer device structures (where the 

donor/exciton transport layer and acceptor/quencher layer exist as adjacent thin film 

layers). 
8,93,94

 However, these methods are complicated by several factors, including 

pinholes in the film (that lead to direct excitation of the acceptor layer), quenching by 

surface plasmons from the metal contacts, interdiffusion of the quencher layer into the 

donor layer (i.e. poor layer segregation), waveguiding effects, and that the optical 

penetration depth (given by the inverse of the absorption coefficient of the material at the 

respective wavelength) is often significantly larger than the diffusion length of the 

material. It is also possible to image exciton diffusion with methods such as near-field 

scanning optical microscopy (NSOM),
3
 but diffraction becomes an issue in that it places 

a lower limit on the measureable diffusion length (~50 nm). The experiments in this 

dissertation determine the exciton diffusion length indirectly with time-resolved 
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fluorescence spectroscopy, in conjunction with a model based on a Monte Carlo approach 

with a random-walk algorithm (given in detail in later chapters).  

Exciton diffusion in CPNs involves both diffusion-like transport processes and 

decay to quenchers (e.g. defects, dopants). The simplest version of this physical picture 

involves modeling a series of excitons undergoing random walk trajectories in the 

presence of a single point-like quencher. The analytical solution for diffusion and decay 

from a point source (or to a point sink) is proportional to the zero-order Modified Bessel 

Function of Second Kind (K0, which is a function of distance divided by LD). At steady-

state, diffusion and decay from a point source/sink is given in 3D by 

R

LRKn
Rn D )/(

)( 00 ,            (1.23) 

in 2D by 

R

LRKn
Rn D )/(

)( 00 ,            (1.24) 

and 1D by 

)/()( 00 DLxKnxn  ,          (1.25) 

where n is the density of excitons that have decayed at distance R (or x in 1D) from the 

point source, n0 is the initial density of excitons at the source, and LD is the exciton 

diffusion length. Our exciton diffusion energy transfer model is tested using decay to a 

point sink (assuming LD = 3 nm, and a single quencher of Förster radius of 0.1 nm for the 

sink). The results for 3D exciton diffusion and decay from our model (with comparison to 

Equation 1.23) indicate that the model reproduces diffusion and decay accurately (c.f. 

Fig. 1.6). 
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Fig. 1.6. Density of decayed excitons as a function of distance from a point-like source 

from the exciton diffusion energy transfer model (blue), with comparison to Equation 

1.23 (green). 
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1.8 Fluorescence Anisotropy Decay in Conjugated Polymer Nanoparticles 

Exciton transport in conjugated polymers and nanoparticles is the result of 

multiple energy transfer events between (essentially) equivalent chromophores. In these 

systems, energy transfer is more or less indistinguishable from one event to the next, and 

while steady-state UV-Vis and fluorescence can help to elucidate significantly different 

species in the ensemble via their spectral signatures (e.g. H-/J-aggregates, chemical 

defects), and decay rates can be probed by measuring fluorescence lifetimes for each 

distinguishable part of the ensemble, it is not possible to determine average energy 

transfer rates between equivalent chromophores using these methods. By examining 

changes in the polarization of the time-resolved fluorescence signal, it is possible to 

probe the rate of energy homotransfer (in the absence of rotational diffusion), and reveal 

underlying relationships between exciton transport rates and corresponding physical 

observables (e.g., differences in quenching between CPNs and CPs in solution, 

differences in fluorescence quantum yield and lifetime for similar polymers, etc.). 

Fluorescence anisotropy is a measure of the average polarization of fluorophore 

emission upon excitation with plane-polarized light. Typically, the excitation source is 

linearly polarized, and the emission is analyzed after being passed through a linear 

polarizer oriented parallel (0°) or perpendicular (90°) relative to the excitation source. 

These components of the emission are given by  and , respectively, and the 

anisotropy r is then calculated by 

,                           (1.26) 
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which forms a ratio of the difference between the parallel and perpendicular emission 

components relative to the total intensity. Extending this into the time domain, Equation 

1.26 becomes 

,                     (1.27) 

 

where r(t) is the fluorescence anisotropy decay (FAD), D(t) is the difference in the 

parallel and perpendicular components of the emission (given by )(0 tI  and )(90 tI , 

respectively), and S(t) is the total polarized fluorescence intensity, given as the sum of the 

parallel component of the emission, and the two perpendicular components of the 

emission. FAD allows us to quantify the rate at which different processes (e.g. rotation, 

multiple energy transfer) cause depolarization of the fluorescence signal. It is worth 

noting that the relative amplitude of  cos
2 and sin

2, where  is the angle of 

the emission polarizer. When the emission polarizer is set to  = 54.7° (magic angle, 

~55°), this results in cos
2 = 0.333 and sin

2, which corresponds to a twofold 

amplitude of the perpendicular component of the emission relative to the parallel 

component of the emission, or .
47

 Thus, it is possible to measure the total 

intensity S(t) by magic angle orientation of the emission polarizer, and the anisotropy 

decay is calculated by 

.                        (1.28) 
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Conformational variability in CPNs results in many closely-spaced chromophores 

in varied orientations in space. Thus, it follows that a linearly polarized excitation source 

(e.g. a pulsed laser) would preferentially excite certain chromophores (those with their 

transition dipole moments oriented similarly to the polarized excitation pulse). While 

FAD is typically used to measure rotational dynamics of small molecules in solution (or 

rotational dynamics in macromolecules such as proteins),
95,96

 in an aqueous suspension of 

CPNs, particles are typically large enough that rotational diffusion at room temperature 

occurs on time scales several orders of magnitude slower than the lifetime of the 

nanoparticles (rotational correlation times are tens of ns to µs, depending on particle size, 

whereas CPN lifetimes are typically on the picosecond time scale). Thus, we assume that 

any depolarization of fluorescence can effectively be ascribed to energy homotransfer 

events. As previously discussed, exciton homo-transfer on the ps-ns time scale is 

typically driven by incoherent methods of energy transfer (e.g., FRET, Dexter transfer). 

Given that the interchromophore distance is minimal (~1 nm) and assuming sufficient 

spectral overlap, the efficiency of each energy transfer event is then essentially governed 

by the alignment of transition dipole moments, accounted for in the 
2
 term in equation 

1.15, which need not be perfectly aligned for energy transfer to occur. Therefore, each 

energy transfer event depolarizes the resulting emission, as is illustrated in Fig. 1.7 

(though, the extent to which any two chromophores that may be exchanging energy are 

orientationally-correlated is not known). The rate of depolarization, and thus the rate of 

exciton motion (given by the inverse of the measured correlation time c) can be probed 

using picosecond fluorescence anisotropy decay. Using the assumption that the 
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correlation time c is a measure of the time it takes for a single incoherent transfer event 

to occur in conjunction with the fluorescence lifetime , the average number of energy 

transfer events occurring within the fluorescence lifetime can be approximated by the 

ratio of the lifetime and correlation time. Taking the approximate number of incoherent 

transfer events with the exciton diffusion length LD (determined from- numerical random 

walk simulations), the typical distance per energy transfer event can be determined (if ~3 

transfer events occur within the fluorescence lifetime, with a 12 nm LD, this gives ~4 nm 

distance traveled per energy transfer event).  
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Fig. 1.7. (top) Diagram depicting polarization loss via multiple energy transfer. (bottom) 

Illustration of polarization changes after each FRET event. 
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The chapters within this dissertation principally focus on steady-state and time-

resolved fluorescence spectroscopy of conjugated polymer nanoparticles and solutions 

with the goal of better understanding exciton transport in CPNs and related phenomena 

such as amplified energy transfer. Additionally, we examine the effects of nanoscale 

disorder on the excited state kinetics and spectra of CPNs. By understanding the various 

nanoscale interactions occurring in CPs and CPNs, we can better exploit factors such as 

particle size, swelling, or doping to tune the fluorescence properties of these materials 

(e.g., emission color, fluorescence lifetime, fluorescence quantum yield, energy transport 

rates, etc.) to improve upon fluorescent probes and organic semiconductor devices. We 

also estimate the length scales of exciton transport in addition to the rates of exciton 

transport between CPNs and linear CPs to elucidate the relationships between nanoscale 

interactions and physical observables (such as fluorescence quantum yield and 

fluorescence lifetimes) in these systems. In addition, we aim to improve the fluorescence 

characteristics of CPNs (e.g. brightness and red-shifting of emission) for fluorescence 

imaging applications. Chapter 2 describes the materials, experimental methods, 

spectroscopic techniques, and instruments utilized in this research. Chapter 3 details the 

use of dye doping and polymer blending in CPNs with the aim of improving fluorescence 

brightness and red-shifting emission for fluorescence imaging applications, as well as to 

estimate the exciton diffusion length while accounting for defects in CPNs. Chapter 4 

delineates the use of solvent-induced swelling coupled with time-resolved fluorescence 

anisotropy decay measurements to determine the rate of exciton transport in undoped 

CPNs compared to the linear polymer, as well as to assess the reversibility of quenching 
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by defects via swelling. Both projects utilize a combination of steady-state and time-

resolved spectroscopy in conjunction with Monte Carlo simulation to address these issues 

from multiple angles. 
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CHAPTER TWO 

EXPERIMENTAL METHODS 

 

2.1  Materials 

 The two principal fluorescent conjugated polymers used to prepare conjugated 

polymer nanoparticles (CPNs) in these studies were poly[(9,9-dioctylfluorenyl-2,7-diyl)-

co-(1,4-benzo-{2,1',3}-thiadiazole)] (PFBT, MW 10,000, polydispersity 1.7), and poly[2-

methoxy-5-(2'-ethyl-hexyloxy)-1,4-phenylene vinylene] (MEH-PPV, average MW 

200,000, polydispersity 4.0), and were purchased from ADS Dyes, Inc. (Quebec, 

Canada). The fluorescent dye perylene red (Exalite 613) was purchased from Exciton 

(Dayton, OH). Polystyrene microspheres, and the fluorescent dye fluorescein were 

purchased from Life Technologies (Invitrogen, Grand Island, NY).  The fluorescent dye 

Lucifer Yellow CH dipotassium salt (LY, 1 mg/mL in water), 3-aminopropyl-

trimethoxysilane (APS, 97%), sodium hydroxide (SigmaUltra, minimum 98%), and 

solvents tetrahydrofuran (THF, anhydrous, inhibitor-free, 99.9%), and ethanol (200 

proof, anhydrous, ≥99.5%) were purchased from Sigma-Aldrich (Milwaukee, WI). All 

materials were used without further purification. 

 

2.2 Nanoparticle Preparation 

 The method used to prepare fluorescent conjugated polymer nanoparticles is 

based on a previously described nano-precipitation method,
97

 adapted from Kurokawa 

and co-workers.
98

 A stock solution of a given conjugated polymer was prepared at a 
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concentration of 1000 ppm (mg/kg) in THF. The polymers were sufficiently dissolved by 

gentle agitation of the solution at room temperature. For these experiments, the precursor 

solution to the nanoparticle suspension was prepared by diluting an aliquot of stock 

solution to a concentration of 20 ppm. For doped samples, dopant fluorescent dyes or 

polymers were added into the solution in their respective amounts prior to the addition of 

the diluting solvent such that their concentration in the diluted precursor solution was 

0.1%–10% by weight, relative to the polymer concentration (further details given in 

Chapter 3). The resulting solutions were agitated gently to ensure solution homogeneity. 

A 2 mL aliquot of precursor solution was then rapidly injected via micropipette into 8 mL 

of deionized water under bath sonication at a frequency of 40 kHz and room temperature 

for ~30 seconds.  

 Conjugated polymers respond in similar, yet different ways to changes in solvent 

environment depending on the rate of incorporation of polymer from a good solvent into 

a poor solvent. It is thermodynamically favorable for a hydrophobic, long-chained 

molecule like a conjugated polymer to aggregate with itself in water (a poor solvent). By 

first dissolving the polymer into a good solvent that is also water-miscible such as THF, it 

is possible to mix otherwise insoluble hydrophobic polymers (or other hydrophobic 

molecules such as small-molecule fluorescent dyes) into a poor, aqueous solvent. Adding 

the dissolved polymer into a poor solvent drop-wise results in substantially increased 

aggregation of the polymer. Indeed, slow mixing of a polymer solution into a poor 

solvent is a commonly utilized method of polymer purification.
99

 This can be confirmed 

with our polymer samples, as vacuum filtration of a solution in which dissolved polymer 
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is added drop-wise to rapidly mixing water results in the loss of >80% the polymer 

during the subsequent filtration step as confirmed by UV-Vis. Alternatively, fast injection 

of the precursor THF solution into rapidly mixing water results in local polymer chain 

collapse as a result of hydrophobic interactions, polymer-water interfacial tension, and 

surface free energy effects.
100

 Under these conditions, chain collapse occurs at a faster 

rate that does not allow for flocculation to occur before a given sample of polymer 

collapses and is moved from its local environment into the bulk solution. Thus, formation 

of nanoparticles (i.e. nanoscale aggregates comprised of few polymer chains) is the 

kinetically favored product of rapidly mixing a dissolved polymer into a poor solvent. 

After nanoparticle formation occurs, the collapsed chain conformation is retained as the 

remaining THF is removed, resulting in an aqueous colloidal suspension of conjugated 

polymer nanoparticles. The size of the nanoparticles can be adjusted by increasing or 

decreasing the concentration of the precursor solution (e.g. increasing the precursor 

concentration yields a concomitant increase in nanoparticle size).
101

 Typical particle sizes 

range from 4-30 nm, which is verified by atomic force microscope (AFM) image 

analysis.
42,97,102

 

 The process by which THF was removed from the samples has been refined from 

our previous partial vacuum evaporation procedure. THF was removed by placing the 

nanoparticle samples in a vacuum oven at room temperature under nitrogen flow for 8-10 

hours in order to remove enough THF to prevent bumping during the subsequent partial 

vacuum evaporation step. Nitrogen flow was ceased and samples were evaporated under 

vacuum for 6-7 hours at a temperature of ~40 °C to remove most of the remaining THF. 
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The total volume of liquid was reduced by ~60% during the evaporation process, which 

was confirmed to be sufficient by an iterated Raoult’s Law calculation, the results of 

which yield that <1% THF exists at ~40% volume loss. No residual THF odor was 

detected in the samples. Additionally, further evaporation yielded no further change in 

the fluorescence spectrum or quantum yield. The samples were subsequently vacuum 

filtered through a glass fiber prefilter and a 0.1 µm PVDF membrane filter in order to 

remove larger aggregates. The resulting suspensions are clear (not turbid) and stable, 

showing no signs of aggregation for months.  

  

2.3 Characterization Methods 

 Several techniques are employed in order to characterize our nanoparticle 

samples. These include atomic force microscopy (AFM), UV-Vis spectroscopy, steady-

state fluorescence spectroscopy, and fluorescence quantum yield measurement. 

  

2.3.1 Atomic Force Microscopy (AFM) 

 AFM is a subtype of scanning probe microscopy, in which the surface topography 

of a sample is analyzed using a sharp probe tip affixed to a reflective cantilever spring. In 

all modes of AFM imaging, the tip is raster-scanned across a sample that is either 

immobilized or patterned onto a substrate. A laser is reflected off of the back of the 

cantilever and onto a detector (e.g. a quadrant photodiode). The laser signal is then 

monitored in order to track changes in the cantilever as the tip interacts with the sample. 

The typical properties that are tracked are either cantilever deflection, or the amplitude or 
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frequency of near-resonant cantilever vibrations, depending on the mode of operation, 

discussed in detail below. The image is produced line-by-line by translating the changes 

in probe height into a topographic image of the sample.
103-105

 

Depending on the properties of sample to be studied, different operating modes 

may be chosen. The simplest mode of AFM operation is contact mode (sometimes 

referred to as static AFM).
105

 In contact mode, the sample is brought into direct contact 

with the tip, which is affixed to a cantilever with a low spring constant (0.1-5 N/m, typ.), 

causing deflection of the cantilever. As the tip is scanned across a sample, the cantilever 

deflection (and thus the force on the tip) is kept constant by raising or lowering the tip in 

response to changes in surface topography. Contact mode is best suited for harder 

samples, where the interatomic spring constants (~10 N/m) are greater than the spring 

constant of the cantilever material, thus preventing deformation of the sample by the 

AFM. Typical contact mode (repulsive) forces range from ~0.01 nN (requires solvent 

submerged samples) or ~1-100 nN (in air).
104

 An inherent difficulty with contact mode 

AFM imaging arises from capillary forces due to liquid layers adhered to the surface of a 

sample under ambient conditions. This leads to substantial attractive forces (~100 nN) on 

the probe that lead to the probe suddenly jumping into contact with the sample through 

the liquid layer, or “snapping-in,” which can damage samples in some cases.
105

 

Non-contact mode is one of two dynamic AFM modes designed to circumvent 

cantilever adhesion, as well as the difficulties related to soft samples. In this mode, a stiff 

cantilever (20-100 N/m) is vibrated at or close to the resonant frequency of the cantilever 

material (70-200 kHz,), and at constant amplitude (~30 nm) by a piezoelectric element on 
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the AFM tip mount. As the cantilever is brought closer to the sample, attractive, long-

range forces on the order of pN (e.g. Van der Waals forces) dampen the oscillation of the 

cantilever and cause a slight shift in the phase of the cantilever oscillations, which shifts 

the effective resonance frequency (thus, this mode of AFM is sometimes referred to as 

frequency modulation AFM). The tip-sample distance that yields this dampening and 

frequency shift is held constant (~5-10 nm) as the probe is rastered across the sample. 

This method is non-destructive, since the tip never makes contact with the sample. 

However, non-contact mode is still prone to “snap-in” if the response time of the z-height 

electronics is slow, which can reduce scan speeds and cause artifacts in topographic 

images if tip adhesion occurs.
106

 

Intermittent contact (tapping or AC) mode AFM is another dynamic AFM mode, 

which shares similar probe stiffness and oscillation frequency characteristics to non-

contact AFM.  The key differences of tapping mode AFM are as follows. Once the probe 

is moved close enough to the sample in order to make periodic contacts, the cantilever 

oscillations are dampened. The amount of oscillation dampening is maintained at a set-

point value, which is related to the amount of tip-sample contact force (lower set-points 

correspond to greater vibration dampening, and hence, higher contact force). Thus, rather 

than controlling z-height by maintaining a resonance frequency shift, the vibration 

amplitude of the cantilever is monitored and the z-height is adjusted to maintain the 

dampened amplitude (as such, this mode is sometimes referred to as amplitude 

modulation AFM). Another key difference in tapping mode operation is that the 

cantilever is vibrated at a higher oscillation amplitude (~100 nm, typ.), which allows the 
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probe to overcome adhesion forces, electrostatic forces, and friction between the tip and 

sample.
107

 In addition, tip-sample contact forces in tapping mode AFM can be as low as 

0.1 nN in air, which is greatly reduced as compared to contact mode under ambient 

conditions, making this method preferable for soft samples that are easily deformed or 

damaged by contact mode operation, or for weakly bound samples that would be easily 

swept off of the substrate by lateral forces in contact mode.
107,108

 

  



 49 

 

 

Fig. 2.1. Simplified illustration of a line scan using the various modes of AFM imaging, 

including (a) contact mode, (b) non-contact mode, and (c) intermittent contact mode. 
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 Nanoparticle size distributions are determined with an Ambios Q250 multimode 

AFM in tapping mode. AFM samples were prepared by a dip-casting procedure. First, a 

cleaned, dry glass coverslip was amine-functionalized with 70 µL of freshly prepared 

5×10
-4

 M APS in anhydrous ethanol. The solution was left on the coverslip for 3 minutes, 

followed by rinsing the coverslip with deionized water, and blowing it dry with nitrogen. 

An aliquot of the nanoparticle suspension was diluted by 30-40 times in a small beaker, 

and the coverslip was submerged into the diluted suspension with the functionalized side 

up for 40 minutes. The coverslip was then carefully removed from the solution and 

allowed to dry completely in a vacuum oven. To prepare the sample for AFM use, the 

coverslip was fixed to a glass slide with thin strips of tape. Particle sizes are determined 

by analyzing the peak z-heights of each viable particle in the image (i.e. ignoring 

aggregated particle clusters) and constructing a histogram to determine the mean and 

standard deviation of the particle sizes. Each scan was performed on a 2 µm by 2 µm 

scan region at a scan rate of 0.5 Hz (lines/s), with scan resolution of 500 lines per image. 

There are several factors that impact the quality of an AFM image, including tip 

wear or breakage, as well as improper tuning of the PID (Proportional, Integral, and 

Differential) feedback loop. It is not possible to extract accurate particle size information 

from the diameters of the particles in the x-y plane due to tip convolution effects between 

the sample surface and the tip, which distort the image in the x-y plane (convolution is 

discussed in detail in section 2.4.2). The sharper the tip is, the smaller this effect is. As 

the tip wears and becomes blunted, this convolution effect is exacerbated, making the 

particles appear larger in the x-y plane. If foreign matter (e.g. dust, dirt) is stuck to the tip, 
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or the tip is broken as a result of crashing the tip into the sample substrate, this can yield 

false duplicate particles in the image (for every particle in the image). Improper setting of 

the PID feedback loop can result in cantilever hysteresis, in which the change in z-height 

needed to restore the cantilever oscillations to the set point value is overshot (or 

undershot) compared to the actual change required to restore the oscillations to the set 

point value. This translates into improper z-height values, and the potential to have the 

probe tip either scratch the sample or crash into the sample or substrate, damaging the 

probe tip.  

Sample standards are utilized to validate lateral and vertical resolution of the 

AFM. The standards are either gratings with known height and spacing, or particles of 

known diameter. Lateral resolution is limited by the sharpness of the AFM tip since the 

observed image in AFM is the convolution of the tip with the sample. The probes used 

with our AFM (NSC16) have a tip width of 8 nm, as supplied by the manufacturer. 

Vertical resolution (often referred to as “Z noise”) is determined by oscillating the 

cantilever with the x-y scanning electronics disabled and the tip engaged with a sample, 

then determining the standard deviation of the cantilever oscillations. The RMS noise of 

the AFM in the z-direction was measured using the aforementioned process, yielding a 

vertical resolution of 1.76 angstroms. Proper adjustment of the vibration isolation 

platform, and reduction of air currents and acoustic noise is required to maintain RMS 

noise below acceptable levels. 

 

2.3.2  UV-Vis/Absorption and Fluorescence Spectroscopy 
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UV-Vis absorption spectra were collected on a Shimadzu UV2101PC scanning 

spectrophotometer using 1 cm quartz cuvettes. The absorption spectra were used to 

determine the nanoparticle concentration and peak absorption wavelength corresponding 

to the HOMO-LUMO electronic transition. For fluorescence measurements, concentrated 

nanoparticle samples (peak absorbance between 0.2–0.4) were diluted to yield a peak 

absorbance of ~0.1 for collection of fluorescence spectra or fluorescence lifetime 

measurement. Extinction coefficients for each polymer in THF were calculated by 

rearranging Beer’s Law to give , where  is the extinction coefficient of the 

polymer at a given wavelength, A is the absorbance of the sample, l is the sample path 

length (typically 1 cm) and c is the molar concentration of polymer. To calculate the 

nanoparticle extinction coefficient, the number of polymer molecules per nanoparticle 

Nnp is determined from the mean nanoparticle volume (determined from the mean radius 

from AFM measurements) and the polymer molecular weight, using the assumption that 

the polymer density is ~1 g/cm
3
. This is then multiplied by the extinction coefficient for 

the polymer in THF yielding . Samples were diluted to an absorbance of 

~0.05 for fluorescence quantum yield measurement. Steady-state fluorescence spectra 

were collected using a commercial fluorescence spectrometer (Quantamaster, Photon 

Technology International, Inc.) with 1 cm cuvettes. Samples were diluted to an 

absorbance of ~0.1 AU or less at the relevant excitation wavelengths. To avoid saturation 

of the photomultiplier tube (PMT) detector, all slit widths were kept at 0.50 mm. 

Multiplying the slit width by the reciprocal linear dispersion of the system (4 nm/mm for 

a 1200 grooves/mm grating) yields a wavelength resolution of 2 nm. The acquisition time 

lcA /

 npnp N
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was set to 1 s/nm to overcome noise in the spectra evident at lower acquisition times. The 

signal-to-noise (SNR) ratio for this instrument under the aforementioned conditions was 

measured to be ~10,000:1 using methods described by the manufacturer. 

It is important to ensure sufficient dilution of fluorescent samples in order to 

avoid the inner filter effect, in which a photon emitted by one molecule is reabsorbed or 

scattered by another molecule in close proximity. An important note about the inner filter 

effect is that it is not limited by sample concentration alone in CPNs. Particle size must 

also be considered in this case, since it is possible to prepare nanoparticles with diameters 

that exceed the optical penetration depth of the material. The optical penetration depth (or 

optical skin depth) of a material can be determined by 𝑙𝑠 = 𝛼(𝜆)−1 = 𝑑/𝐴(𝜆), where 

() is the absorption coefficient of the material at wavelength , A() is the absorbance 

at wavelength , and d is the thickness of the material. Optical penetration depths range 

from tens of nanometers to several microns, depending on the material. Typical values 

for conjugated polymers range from ~40 nm to ~400 nm.
109-111

 Since CPNs are 

comprised of multiple closely-spaced chromophores, it is possible for a photon to be 

emitted from a chromophore on one end of a large particle, transmit through the particle, 

and be reabsorbed by another chromophore at the opposite end. This is one of the reasons 

why vacuum filtration is used to remove larger aggregates from the nanoparticle 

suspensions prior to measuring their fluorescence. 

 

2.3.3 Fluorescence Quantum Yield 
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 Fluorescence (or photoluminescence) quantum yield is a measure of the fraction 

of photon absorption events that result in emission of a fluorophore (expressed as a ratio 

between 0 and 1 or as a percentage). Fluorescence quantum yield measurement provides 

a quantitative comparison of the quantum efficiency of fluorescence between 

fluorophores. In terms of rates, the fluorescence quantum yield is given by Φ = 𝑘𝑟/(𝑘𝑟 +

𝑘𝑛𝑟). Where  is the fluorescence quantum yield, kr is the radiative rate and knr is the 

non-radiative rate (knr encompasses all other processes that do not contribute to the 

fluorescence emission, e.g. non-radiative decay by internal conversion, energy transfer 

pathways, inter-system crossing to form triplet states, polaron formation, etc.). 

The fluorescence (photoluminescence) quantum yield (QY or PLQY) of the CPN 

samples was determined in several steps. First, an appropriate standard fluorophore must 

be selected with an absorption and emission maximum similar to the conjugated 

polymers under study. In this work, the standard fluorophores used were fluorescein 

dissolved in 0.01 M sodium hydroxide (note: it is important to check the pH of the 

solution to ensure it is above 10 to ensure that only the fluorescein dianion exists in 

solution,
112

  since NaOH and solutions thereof tend to absorb ambient CO2), and Lucifer 

Yellow CH dissolved in water (LY). A common absorption wavelength was selected 

between the sample and standard (473 nm for fluorescein, 450 nm for LY), and solutions 

were prepared at an absorbance of ~0.05 AU at the common absorption wavelength. 

Emission spectra were collected at the common excitation wavelength, and the 

fluorescence quantum yield is calculated by the expression 
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,         (2.1) 

where, F,s is the fluorescence quantum yield of the standards (0.92 for fluorescein in 

0.01 M NaOH and 0.21 for LY),
113,114

 F,x is the fluorescence quantum yield of the 

sample, A is the absorbance, I is the integrated fluorescence intensity, and n is the 

refractive index of the solvent. It is important to note that a solvent blank must be 

measured for both absorbance and fluorescence measurements in order to properly apply 

baseline correction to the spectra when calculating the fluorescence quantum yield. 

 

2.4 Time-Resolved Fluorescence Spectroscopy 

 Time-resolved fluorescence spectroscopy provides a window into many physical 

processes that are not readily apparent from steady-state fluorescence measurements 

alone. Measurement of the mean fluorescence lifetime of an ensemble of fluorophores 

gives the average amount of time that a given fluorophore spends in its excited electronic 

state following photon absorption, which can be used as a means to determine how 

various physical processes affect the excited state. The fluorescence lifetime is related to 

the rate of depopulation of the excited state (𝑘𝑓) by 𝑘𝑓 = 𝑘𝑟 + 𝑘𝑛𝑟 = 𝜏−1, where 𝜏is the 

fluorescence lifetime. When both lifetime and fluorescence quantum yield are known, it 

is possible to separate out the radiative and non-radiative rates. For complex systems in 

which two or more species interact, lifetime measurement elucidates how intermolecular 

interactions (e.g. intermolecular collisions, FRET, charge transfer, etc.) affect the excited 

state of a fluorophore. For example, if fluorescence quenching is observed in the steady-
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state measurements, lifetime measurements will indicate whether the observed quenching 

is static or dynamic, which provides insight into the physical processes that cause 

fluorescence quenching. Static quenching does not affect the fluorescence lifetime 

because this type of quenching is often the result of formation of a ground state non-

fluorescent complex with another molecule. Photon absorption by the complex results in 

no emission events from the complexed fluorophores, thus reducing the fluorescence 

intensity of the ensemble, but not the lifetime, since the excited states of unbound 

fluorophores remain unchanged. Dynamic quenching typically reduces the lifetime of the 

quenched fluorophore, since dynamic quenching only occurs when the fluorophore is 

already in the excited state (e.g., quenching by molecular oxygen, FRET), thus reducing 

the mean lifetime of the quenched fluorophores by depopulating the longer-lived excited 

state. One means of describing fluorescence quenching is via the Stern-Volmer equation, 

given by: 

𝐹0/𝐹 = 1 + 𝐾𝑆𝑉[𝑄],             (2.2) 

where F0 is the initial fluorescence intensity in the absence of quenchers, F is the 

fluorescence intensity in the presence of quenchers, 𝐾𝑆𝑉 is the Stern-Volmer quenching 

constant, and [Q] is the concentration of the quenching species. 𝐾𝑆𝑉 takes on different 

definitions, depending on the type of quenching in the system. The following derivation 

of Equation 2.2 is originally for a simple collisional quenching process; however, other 

quenching mechanisms such as FRET are observed to follow Stern-Volmer-type 

quenching. For dynamic quenching, 𝐾𝑆𝑉 is derived using the rate equations describing 

emission with and without quenching at steady state, 
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𝑑[𝐹]∗

𝑑𝑡
= 𝑘𝑎𝑏𝑠 − (𝑘𝑓 + 𝑘𝑞[𝑄])[𝐹]

∗ = 0,             (2.3) 

and 

𝑑[𝐹]∗

𝑑𝑡
= 𝑘𝑎𝑏𝑠 − 𝑘𝑓[𝐹]0

∗ = 0,      (2.4) 

where the asterisk on [F] is used to denote an excited fluorophore, and kq is the 

quenching rate constant. Division of 2.3 by 2.4 yields 

𝐹0

𝐹
=

𝑘𝑓+𝑘𝑞[𝑄]

𝑘𝑓
= 1 + 𝑘𝑞𝜏0[𝑄] = 1 + 𝐾𝑆𝑉[𝑄].       (2.5) 

Thus, for dynamic quenching, 𝐹0 𝐹⁄ = 𝜏0 𝜏⁄ , where 𝜏0 and 𝜏 correspond to the 

unquenched and quenched fluorescence lifetimes, respectively. For static quenching, 𝐾𝑆𝑉 

is related to the concentrations of complexed fluorophore [𝐹 − 𝑄], non-complexed 

fluorophore [𝐹] (with initial concentration [F]0) and quencher by 

𝐾𝑆𝑉 =
[𝐹−𝑄]

[𝐹][𝑄]
=

[𝐹]0

[𝐹][𝑄]
−

1

[𝑄]
 ,      (2.6) 

which is rearranged to give Eq. 2.2. If quenching is described by a combination of static 

and dynamic quenching, then plotting 𝐹0 𝐹⁄  vs. [Q] will yield positive deviations from 

the linear Stern-Volmer relations given above. Instead, 𝐹0 𝐹⁄  vs. [Q] is accurately 

described by multiplying the individual Stern-Volmer equations corresponding to static 

and dynamic quenching.
47

 In addition, high energy transfer rates (large kq) can result in 

positive deviations from Eq. 2.6 despite resulting solely from dynamic quenching (e.g., in 

blended CPNs that can have multiple quenchers doped within the nanoparticle at high 

doping levels), which requires alternative methods to describe quenching (e.g. Poisson 

statistical distribution of quenchers in CPNs, discussed in Chapter 3).
102
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2.4.1 Overview of Time-Resolved Fluorescence Instrumentation 

There are various types of time-resolved fluorescence setups that vary in their 

complexity, cost, and effective time resolution. Lifetime methods with slower time 

resolution (e.g. using pulsed LEDs/lamps, with temporal width of a few ns, coupled with 

less sophisticated electronics) are less expensive and less complex than many setups with 

time resolution below 1 ns or faster, and are useful when the dynamics to be measured 

are slow (e.g. triplet dynamics, dynamics of conventional fluorescent dyes). The methods 

that afford the best time resolution of time-resolved fluorescence spectroscopy (sub-

picosecond time resolution) typically utilize amplified ultrafast lasers at lower repetition 

rates (kHz repetition rates) as excitation sources (making these methods the most 

expensive). In the aforementioned systems, emission is detected via non-linear optical 

processes using intense laser pulses to create an optical gate (e.g., via Kerr gating, or by 

frequency mixing of the fundamental laser pulse with the sample emission in a non-linear 

crystal medium as in fluorescence upconversion),
115,116

 or by monitoring changes in 

absorbance of a sample after excitation using a pump-probe type method (as in transient 

absorption spectroscopy).
117

 The intensity decay is then constructed point-by-point by 

delaying the fundamental pulse by some known amount using an optical delay line (i.e., a 

pair of mirrored surfaces on a translation stage), and the changes in intensity of a given 

non-linear phenomenon (e.g. intensity of a sum-frequency signal vs. delay time) are 

measured to construct the decay trace. The time resolution of these setups is determined 

by the pulse width of the fundamental laser (typically a few hundred femtoseconds). In 

addition to measuring lifetimes of emissive states, methods such as transient absorption 
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are also useful for probing dark states that do not contribute to an emission signal, but 

possess transient spectroscopic signatures in the absorption spectrum (e.g. measuring the 

lifetimes of charge-transfer states).
118

 

One of the more common methods of time-resolved fluorescence spectroscopy 

that balances cost, complexity, acquisition time and effective time resolution is Time-

Correlated Single Photon Counting (TCSPC) spectroscopy. The mechanism of operation 

is described as follows. A pulsed light source is utilized as an excitation source. The 

temporal width of the excitation pulse depends on the source used and the dynamics to be 

measured (Pulsed LEDs or lasers such as N2 lasers have ns pulsewidths, dye lasers have 

pulsewidths down to a few ps, and ultrafast Ti:Sapphire lasers offer fs pulsewidths). The 

pulses are split, where one pulse is used to excite the sample, resulting in fluorescence 

photons that are incident on a single-photon counting detector (e.g. an avalanche 

photodiode or APD) and the other pulse travels to another fast detector (e.g. a PIN diode). 

The relative timing of the pulses is determined by specialized electronics. Here we 

describe one approach based on fast NIM (Nuclear Instrument Module) electronics 

originally developed for use in particle physics and in neutron and gamma detectors. Both 

detector signals are used generate timing pulses in a timing discriminator, such as a 

threshold discriminator (TD), or a constant-fraction discriminator (CFD). A threshold 

discriminator outputs a timing pulse whenever the input voltage from a pulse crosses a 

certain threshold voltage. A disadvantage of this type of discriminator is that timing 

pulses are output at different times for pulses with varying amplitudes but equivalent 

arrival times, thus increasing the timing uncertainty. This timing uncertainty is remedied 
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using a constant fraction discriminator. CFDs operate by splitting the voltage signal by a 

constant fraction, inverting, and delaying the split voltage signal by some constant 

amount of time, then recombining the signal. The time at which the voltage crosses zero 

is used to generate an output pulse. CFDs greatly reduce timing uncertainty due to 

differences in input signal amplitudes. The timing pulses from the PIN and APD are then 

sent to a time-to-amplitude converter (TAC), where the time between the arrival of the 

two pulses is measured by an analog linear voltage ramp that starts when one timing 

pulse (from the PIN) arrives and stops when the other timing pulse (from the APD) 

arrives. The analog signal from the TAC is passed to an analog-to-digital converter 

(ADC), where the analog voltage is converted into a bin number and stored in the 

memory of a multi-channel analyzer (MCA). Many photon arrival times are measured, 

and a histogram of photon arrival times is constructed, resulting in a fluorescence 

intensity decay trace convolved with the instrument response function (IRF). Fitting 

procedures (discussed in detail in section 2.4.3) are then employed to separate the 

intensity decay signal from the IRF signal and determine the time constants from the 

intensity decay. The specific components of our TCSPC setup and experimental details 

are discussed in the next section. 

There are several types of single-photon detectors, such as photomultiplier tubes 

(PMTs), of which there are dynode chain PMTs (which convert photons into electron 

current via the photoelectric effect, multiplied many times over as photoelectrons bounce 

off of a chain of dynodes) and micro-channel plate PMTs (containing many narrow 

channels lined with dynode material which multiply photoelectrons as they bounce off of 
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the walls of the channels in transit down the channel), or diode detectors such as single-

photon avalanche photodiodes (SPADs or APDs, where electron current results from an 

avalanche of electrons following photon absorption. The avalanche is generated by 

impact ionization with semiconductor atoms in a reverse biased P-N junction). The key 

difference between each detector is in the minimum temporal resolution each type 

affords. APDs and MCP-PMTs afford the best time resolution at tens of picoseconds, 

whereas dynode chain PMTs typically afford time resolution from hundreds of 

picoseconds to ~1 ns.
47

  

When polarizers are incorporated into a time-resolved fluorescence setup, then it 

becomes possible to measure the fluorescence anisotropy decay of the system, which is a 

measurement of the depolarization of fluorescence after being excited by a linearly 

polarized source. Fluorescence anisotropy can decay by either by rotation or other 

mechanisms (such as energy transfer), and measuring the anisotropy decay quantifies the 

rates of these depolarization processes. If depolarization is due to energy transfer 

mechanisms, it is possible to probe phenomena such as incoherent energy transfer (using 

either ultrafast or slower methods). When fluorescence anisotropy decay methods are 

taken in conjunction with fluorescence lifetime measurements, it is possible to determine 

the average number of energy transfer events occurring within the excited state lifetime 

(as discussed previously in Chapter 1). Thus, time-resolved spectroscopy can be a very 

versatile tool for exploring the photophysics of a fluorescent system.
47

 

 

2.4.2. TCSPC Setup and Experiment  
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Picosecond fluorescence lifetimes were measured in air and under nitrogen using 

a home-built setup for time-correlated single photon counting (TCSPC) spectroscopy 

operating in either forward or reverse mode. Frequency doubled pulses (420 nm) from a 

passively (Kerr lens) mode-locked Ti:Sapphire laser (Coherent Mira 900, 840 nm pulses, 

~150 fs pulsewidth, 76 MHz rep. rate) were used as the excitation source for the 

nanoparticle samples. The non-linear medium used for second harmonic generation 

(SHG/frequency doubling) was a -barium borate crystal (BBO, Type I, 100 µm thick, 

AR-coated, SHG range 760-840 nm). Fluorescence was collected perpendicular to the 

excitation source and passed through a 460 nm long pass filter, and a calcite Glan-Taylor 

linear polarizer (Thorlabs, GT10-A) oriented at magic angle (55°) to the vertically 

polarized excitation pulses. For (unpolarized) TCSPC measurement, the polarizer is 

oriented at 55° (magic angle) since the intensity decay collected at this orientation 

corresponds to the sum of the fluorescence intensity in the x, y, and z planes, given by 

, as previously discussed in Chapter 1.
95

 One-inch diameter, plano-

convex lenses were utilized throughout the setup to focus or collimate light as necessary 

(75 mm focal length lens to focus on APD and 50 mm focal length lenses elsewhere, c.f. 

Fig 2.2). For the experiments in Chapter 3, the output of a fast PIN diode (Thorlabs, 

DET210) was used as the start timing pulse for a time-to-amplitude converter (TAC, 

Canberra Model 2145), and the output of a single photon avalanche photodiode (APD, id 

Quantique, id100-50) was used as the stop timing pulse. For the experiments in Chapter 

4, the detector outputs are switched, in a standard reverse-mode configuration.
119

 The 

excitation power was attenuated (between ~300 µW and 1 mW, typ.) to maintain a count 

)(2)()( || tItItS 
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rate of ~400 kHz as measured at the APD (to ensure that the probability of two 

fluorescence photons arriving from one laser pulse is under 10%). The analog TAC 

output was digitized using a 13-bit multi-channel analyzer (FastComTec, MCA-3A). 

Before and after each measurement an instrument response function (IRF) was measured 

using scattered excitation light from a dilute suspension of polystyrene microspheres. The 

width of the IRF was determined to be ~70 ps (fwhm). Typical peak signal-to-noise ratios 

(SNR) for each run (limited to ~10 minutes per run, to minimize the effect of timing 

drift) were between 200:1-500:1 in reverse mode, and 50:1-100:1 in forward mode. The 

dwell time per MCA bin was determined by measuring an IRF sample and varying the 

delay times on the TAC until the 20 ns sample window contained two IRF peaks. The bin 

spacing between the IRF peaks was measured, and then used in conjunction with the 

measured repetition rate of the Ti:sapphire laser (a 76 MHz repetition rate corresponds to 

~13 ns between laser pulses)  to determine a dwell time of 2.6333 ps/bin. 
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Fig. 2.2. Time-Correlated Single Photon Counting and Fluorescence Anisotropy Decay 

setup. 
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Due to the random nature of photon arrival, the SNR is determined from the 

Poisson probability distribution function (PDF), given by 

,             (2.7) 

which gives the probability of recording n counts in a measurement of finite duration, 

with the mean of the distribution given by N. In the limit of an infinite number of 

measurements, the width of the distribution, given by 𝜎𝑛 is proportional to the mean of 

the distribution as 

𝜎𝑛 = √𝑁.     (2.8) 

Given the average signal (average number of photon counts) N and given that the noise is 

approximated by Equation 2.8, the signal-to-noise ratio is given by: 

N
N

NN
SNR

n




    (2.9) 

 (e.g. 10,000 photon counts at the peak results in a SNR of 100:1). 

 

2.4.3 TCSPC Fitting Procedure 

 As mentioned in the previous section, the sample trace obtained by TCSPC S(t) is 

a convolution of an instrument response function IRF(t) with the true fluorescence 

intensity decay of the sample F(t) (c.f. Fig 2.3). It will be shown below that convolution 

in the time domain is essentially a time-shifted overlap calculation between two 

functions. If one function has broader features compared to the second (e.g., if IRF(t) has 

large temporal width compared to the temporal features of F(t)), the narrower features of 

the second function are consequently broadened in the convolution of the two (this is 

!
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sometimes termed “smearing”).  Typically, one function is given by a signal or stream of 

data (Fig 2.3b, in TCSPC this is the fluorescence decay), and the other function is a 

peaked function that drops to zero on either side of the peak (Fig 2.3a, in TCSPC, this is 

given by the instrument response function of the detector). This is expressed generally 

by:  

.            (2.10) 

The convolution is calculated by shifting one function in time and multiplying the two 

functions for each shift in time. For continuous functions, the convolution is given by: 

,           (2.11) 

and the integral in Eq. 2.11 becomes a finite summation over the duration of the IRF for 

discrete functions. Another way to express Eq. 2.10 is in terms of the Fourier Transforms 

of IRF(t) and F(t): 

)()()]()([  FIRFtFtIRFFFT  ,            (2.12) 

where  is used to denote the frequency domain following Fourier Transformation. Thus, 

the convolution of two time domain functions is computed by multiplication of the 

respective Fourier Transforms. For discrete functions, this is calculated using Fast 

Fourier Transform (FFT) methods in order to compute the convolution efficiently. Thus, 

the convolution is calculated by computing the FFT of both IRF(t) and F(t) to give 

)(IRF  and )(F , multiplying them, and then computing the inverse FFT of the 

resulting product to return the convolution in the time domain (c.f. fig 2.3c).
120
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Fig. 2.3. Example of discrete convolution in which (a) a Gaussian instrument response 

function with 1 ns fwhm is convolved with (b) a single exponential decay with  = 2 ns to 

produce (c) the convolution of (a) and (b). The result depicted in (c) exemplifies the 

shape of an intensity decay trace measured using TCSPC. 
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By measuring both S(t) and IRF(t), we have all of the information we need to 

determine F(t). This method of fitting works by convolving the measured IRF with a trial 

decay function, typically one of various exponential decay functions in this case, of the 

basic form , where A0 is the amplitude of the function at time t0, 

and  is the time constant (for a single exponential decay). Thus, 2.10 becomes 

,    (2.13) 

where Ssim(t) is the simulated decay trace. Ssim(t) is then compared to S(t), and the quality 

of fit is assessed by calculating the sum of the squared residuals, given by: 

𝑆𝑆𝑅(𝑡) = ∑ (𝑆(𝑡𝑖) − 𝑆𝑠𝑖𝑚(𝑡𝑖))
2𝑛

𝑖=1 .          (2.14) 

The parameters in Ftrial(t) are varied by random number generation between preset lower 

and upper bounds (the parameters are A0, t0, and for a single exponential, given above), 

and if the trial parameters yield a better fit (lower sum of squared residuals), the 

parameters are saved before moving onto the next calculation. This is repeated for 

thousands of iterations until the best guess of fit parameters to F(t) is found. The 

aforementioned random number minimization is used in conjunction with linear least-

squares fitting in order to fit the linear coefficients (e.g., A0). After the minimization is 

complete, the residuals are assessed for any systematic deviations (e.g., the best fit 

between Ssim(t) and S(t) will yield a flat residuals trace). This method of fitting analysis 

affords time resolution below the fwhm of the measured IRF, with a typical lower limit in 

determining accurate time constants as short as ~10-20% of the IRF width (e.g. 7-14 ps 

for a 70 ps fwhm IRF).
121,122

 The main reason for this limitation is due to drift in the 

TCSPC timing electronics (i.e., shifting of the IRF), which occurs on the time scale of a 

)/exp()( 0 tAtFtrial 

)()()( tFtIRFtS trialsim 
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few picoseconds. As such, time constants of less than about 10-20% the width of the IRF 

are regarded as suspect, either indicating a poor-quality data set, poor choice of fitting 

function, or an experimental issue such as leakage of excitation light into the detector, 

excess laser noise, cabling issues, improper discriminator settings, etc. 

 While other fitting methods exist that would successfully minimize a single-

exponential decay function such as downhill simplex or Newton-Raphson minimization 

methods,
120

 CPN intensity decay kinetics are typically described by more complex 

exponential functions, such as weighted sums of exponential decays (bi-exponential or 

multiexponential functions), the Kolrausch-Williams-Watts (KWW or stretched 

exponential) function, given by 

𝐹(𝑡) = 𝐴0exp⁡(−(𝑡/𝜏)
𝛽),              (2.15) 

(where  is a number typically between ~0.2 and 1, where  = 1 yields a single 

exponential decay),
123

 or a weighted sum of a KWW function with an exponential decay 

(in the case of fluorescence anisotropy decay analysis, given in Chapter 4). Difficulties 

arise when fitting complex exponential decays using methods such as downhill simplex 

due to local minima encountered when minimizing Eq. 2.13, which necessitates an 

exhaustive, random search across the parameter space to ensure that the global minimum 

of Eq. 2.13 is found. 

 

2.4.4 Validation of the TCSPC Instrument 

There are several sources of artifacts in TCSPC, including afterpulsing in 

detectors, stray reflections in the apparatus, improper triggering (e.g., triggering on a ring 
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instead of on the principal pulse), and signal reflections and nonlinearities in the timing 

and readout electronics. As such, precautions must be taken to ensure that data being 

collected in these experiments is of the highest possible quality. The instrument was 

carefully aligned, and baffles were employed to minimize stray light. Discriminator 

levels were adjusted to minimize the width of the instrument response function and 

minimize ringing. Proper impedance matching was employed. While there is a slight ring 

apparent in results obtained for samples with lifetimes greater than ~2 ns (c.f. Fig 3 in 

Chapter 3), we have validated the accuracy of the instrument using several standard dyes, 

including fluorescein in 0.01 M NaOH (τ = 4.1 ns),
112

 coumarin 6 in ethanol (τ = 2.5 

ns),
124

 and perylene red in THF (τ = 5.6 ns).
125

 All lifetimes measured were within 10% 

of the literature values, indicating that the ringing, while visible, has a negligible effect 

on the lifetime results obtained. 

 

2.5 Picosecond Fluorescence Anisotropy Decay (FAD) 

 Fluorescence anisotropy decay (FAD) measurements were performed using the 

aforementioned TCSPC setup, with the addition of a calcite Glan-Taylor linear polarizer 

(Thorlabs GT-10A) placed after the filter set, and before the focusing lens. For 

fluorescence anisotropy decay measurement, intensity decays and IRFs were collected at 

all three polarizer orientations. Unlike TCSPC, the excitation power is attenuated once 

and then held constant in the FAD experiment (rather than variably attenuated for each 

sample) in order to avoid systematic deviations in the anisotropy signal due to 

inconsistent excitation power. The excitation power is selected so that the collected 
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emission at each polarizer orientation yields a count rate between 200 kHz and 800 KHz 

as measured on the APD. Typically, the strongest emission is collected when the 

emission polarizer is parallel to the excitation. The FAD least-squares fitting analysis is 

similar to the iterative convolution fitting procedure outlined in Section 2.4.3, with 

adaptations from a procedure given by Fleming, et al.
95

 Further detail will be given in 

Chapter 4. 
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CHAPTER THREE 

MEASUREMENT OF EXCITON TRANSPORT IN DYE-DOPED AND BLENDED 

CONJUGATED POLYMER NANOPARTICLES 

 

Reprinted (adapted) with permission from Groff, L. C., Wang, X. and McNeill, J. D. J. 

Phys. Chem. C 2013, 117, 25748-25755, and Wang, X., Groff, L. C., and McNeill J. D. J. 

Phys. Chem. C 2014, 118, 25731-25739. Copyright 2013, 2014 American Chemical 

Society. 

3.1 Introduction 

In recent years, there has been a great deal of interest in conjugated polymers, 

largely due to their application as the active materials in flexible, low-cost, highly 

efficient photovoltaic
1
 and light-emitting devices.

2
 Conjugated polymer nanoparticles 

(CPNs) are of interest for use in biological imaging, given their high fluorescence 

brightness, extraordinary two-photon fluorescence cross-sections, and excellent 

photostability.
17,73,101,126-129

 It is increasingly clear that further development of 

applications requires additional understanding of the complex photophysics and 

photochemistry of conjugated polymers, as well as their dependence on polymer structure 

and processing conditions. In organic semiconductors, the principal neutral electronic 

excitation of interest is typically the Frenkel-type singlet exciton.
130,131

 Energy transfer 

between sites or chromophores occurs via multiple processes, including incoherent, 

diffusion-like processes,
8,132,133

  dispersive transport,
32

 and in some cases, via ultrafast, 

long range coherent transport.
30

 In the exciton diffusion picture, each polymer chain is 
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considered to consist of several more or less independent chromophores or exciton sites, 

and excitations transfer from one site to other nearby sites via transition dipole-mediated 

Förster transfer.
134

 Multiple excitation transfer events typically occur during the excited 

state lifetime, resulting in a random walk-like process characterized by a diffusion 

constant or length. A large exciton diffusion length is required for optimum photovoltaic 

device efficiency (for some device types), since excitons must travel to the heterojunction 

to undergo charge separation. While the exciton diffusion length in high purity, 

crystalline inorganic semiconductors can reach several microns,
86

 it is typically much 

shorter for organic semiconductors. For example, measured exciton diffusion lengths for 

single crystals of anthracene range from ~30 nm to 60 nm,
87-89

 and diffusion lengths of 

under 15 nm are typically reported for conjugated polymers.
13,90,91

 Interacting 

chromophores can also give rise to aggregate species such as dimers, H- and J-

aggregates, excimers, and exciplexes.
74,75

 Energy transfer can also occur to these and 

other species such as excess charges (polarons),
7
 defects introduced during polymer 

synthesis or processing,
36

 or dopant species such as dyes and other polymers.
11,13

 These 

processes can significantly reduce the observed exciton diffusion length. Various 

experimental methods have been developed for characterizing exciton diffusion, 

including photoluminescence quenching in layered structures,
8,94

 confocal fluorescence 

microscopy,
135,136

 near-field fluorescence microscopy,
3,56,137

 time-resolved fluorescence 

of dye-doped films, crystals, or nanoparticles,
13,90,133,138

 and single particle imaging.
139,64

 

Different assumptions are involved in the various methods, each contributing to different 
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types of systematic error or bias, leading to a wide range of reported exciton diffusion 

lengths, as discussed by Forrest et al.
92

 

Here, we examine some processes relevant to the determination of exciton 

diffusion constants in dye-doped conjugated polymer nanoparticles by way of time-

resolved fluorescence spectroscopy. In particular, we examine the effects of quenching 

by defects on the observed quenching efficiencies and excited state dynamics. While 

quenching by defects
36

 and hole polarons
64

 has been observed, quenching by defects is 

rarely quantified in studies of exciton transport dynamics in conjugated polymers, 

perhaps since it is preferable to minimize defects by employing proper technique. 

However, in some cases defects can be difficult to avoid entirely, or there may be 

quenching by intrinsic species such as aggregates, exciplexes, or photogenerated 

polarons. Furthermore, the combination of energy transfer and exciton diffusion can 

result in quenching radii as large as 10 nm.
140

 Thus, even very low concentrations of 

defects or other quenching species could give rise to significant quenching. Additionally, 

quenching by hole polarons is significant at a polaron density of 5x10
17

 cm
-3

,
7,72

 which is 

often exceeded in functioning devices. We observe complex fluorescence decay 

dynamics consistent with significant quenching by defects in undoped nanoparticles of 

MEH-PPV and PFBT. Therefore, we develop a modified approach to determining 

exciton diffusion parameters that explicitly includes quenching by defects. By fitting the 

quenching efficiencies and complex fluorescence decay kinetics to an exciton diffusion 

model that explicitly includes quenching by defects, we obtain a corrected exciton 

diffusion length for nanoparticles of the polymer PFBT. Our results indicate typical 
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analysis ignoring defects results in underestimation of LD by roughly a factor of 2. 

Analysis of the distribution of lifetimes provided additional confirmation of quenching by 

defects: The fluorescence decays of doped and undoped particles were fit to a stretched 

exponential function, yielding a stretch parameter , which typically varies between ~0.3, 

indicating a broad distribution of lifetimes, and ~1.0, indicating a very narrow 

distribution (a single lifetime). Fitting the dynamics of undoped particles yielded  = 0.6, 

consistent with significant quenching by defects. Analysis of the radiative and non-

radiative rates was also consistent with quenching by defects. Our results indicate that 

quenching by defects can lead to significant underestimation of the exciton diffusion 

length, particularly for highly mobile excitons, which are highly susceptible to 

quenching, even at very low densities of quenching species or defects. The results are 

also promising for applications requiring highly mobile excitons, such as photovoltaic 

devices, since improvements in exciton diffusion length by a factor of 2 or more are 

expected if quenching by defects can be substantially reduced. 

 

3.2 Doped Nanoparticle Preparation Details 

 

 Dye doped and blended conjugated polymer nanoparticles were prepared using 

the method described in Chapter 2.2. The specific details pertaining to the doping 

procedure are given as follows. Varying amounts of the dopant perylene red solution 

were mixed with the PFBT solution to produce solution mixtures with a concentration of 

20 ppm PFBT and dopant/host fractions of 0 to 2 wt% perylene red. The mixtures were 

sonicated very briefly (3-5 s) to ensure homogeneity. For blended nanoparticles, varying 
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amounts of dopant polymer MEH-PPV solution were mixed with a solution of host 

polymer PFBT solution to produce mixture solutions with a total polymer concentration 

of 20 ppm and a ratio of MEH-PPV/PFBT ranging from 0% to 10 wt %. A 2 mL quantity 

of each solution mixture was added rapidly to 8 mL of deionized water under sonication 

for ~30 s at a sonication frequency of 40 kHz and room temperature. 

 

3.3 Characterization Methods 

Size distributions and morphologies of undoped and perylene red doped PFBT 

nanoparticles were determined by atomic force microscopy (AFM). Samples were 

prepared by functionalizing the surface of a freshly cleaned glass coverslip with 3-

aminopropyl-trimethoxysilane in anhydrous ethanol, followed by dipping in a diluted 

nanoparticle suspension for 40 minutes, then removing the coverslip and allowing it to 

dry overnight in an enclosed environment. Surface topographies were measured on an 

Ambios Q250 multimode AFM in tapping mode. The mean diameter of the CPNs was 

measured at 8 ± 2 nm. All of the perylene red doped PFBT CPN samples showed no 

substantial changes in mean diameter, with a similar size distribution. 

UV-Vis absorption spectra were collected on a Shimadzu UV2101PC scanning 

spectrophotometer using 1 cm quartz cuvettes. Fluorescence spectra were collected and 

fluorescence quantum yield was measured using a commercial fluorimeter 

(Quantamaster, Photon Technology International, Inc.) using 1 cm quartz cuvettes. The 

UV-Vis spectra showed no variations from the undoped spectrum over the range of 

doping, and the absorbance of perylene red was well below the limit of detection of the 
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instrument in the CPN suspensions. The fluorescence spectra of the CPN samples are 

given in Figure 3.3. The decreased lifetimes of the particles as compared to the polymer 

in good solvent are not likely to be due to J-aggregate formation, since little shift in the 

polymer absorption spectrum is observed upon nanoparticle formation (c.f. Fig. 3.1). 
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Fig. 3.1. (a) Fluorescence spectra and (b) normalized absorbance spectra of PFBT in THF 

(blue) and undoped PFBT CPNs (green). 
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The standard fluorescent dye fluorescein in 0.01 M sodium hydroxide was utilized 

to determine the fluorescence quantum yield of the PFBT CPN samples. 473 nm was 

selected as the excitation wavelength. The concentrations of the standard and 

nanoparticle suspensions were adjusted to yield an absorbance of ~0.05 at 473 nm. The 

absorbance, integrated fluorescence, and refractive indices of the sample and standard 

solutions were used in conjunction with the literature value of 0.92 for the quantum yield 

of fluorescein in 0.01 M sodium hydroxide to calculate the fluorescence quantum yield of 

the nanoparticle suspensions.
113

 The results of the quantum yield measurements are given 

in Figure 3.3 (c.f. Section 3.4). A Förster radius of 3 nm for the PFBT/perylene red 

donor/acceptor pair was calculated utilizing the absorption spectrum of perylene red in 

THF and the emission spectrum of undoped PFBT CPNs using standard methods,
47

 

correcting for the polymer refractive index and assuming an orientation factor of 

, which is the standard result for dynamic reorientation of transition dipoles. 

 Fluorescence lifetimes were measured in air using the TCSPC method described 

in Chapter 2, with the instrument running in forward mode. Nanoparticle fluorescence 

was collected perpendicular to the excitation source after passing through a 460 nm long 

pass filter for the undoped nanoparticles. An additional 540 ±10 nm band pass filter was 

added for the doped samples in order to filter out the emission from perylene red. The 

excitation pulse was attenuated to maintain a valid start/stop event count rate of ~6 kHz. 

Several TCSPC kinetics traces were obtained for each sample. Data was acquired until 

roughly 10
3
-10

4
 photons had been collected. Typical signal-to-noise ratios were above 

50:1 for the samples and 100:1 for the IRF. 

3/22 
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3.4 Initial characterization of dye-doped PFBT CPNs.  

Doping of conjugated polymer nanoparticles (CPNs) with dyes is being pursued 

as a strategy for improving their brightness and photostability while red-shifting their 

fluorescence, and as a way to investigate exciton diffusion in conjugated polymers. PFBT 

was selected as the host polymer owing to its excellent photostability and high 

fluorescence quantum yield, as well as its broad fluorescence spectrum, which facilitates 

energy transfer to dyes.
13

 Perylene red was selected as the dye dopant for this system due 

to the excellent spectral overlap with the emission spectrum of PFBT and its high 

fluorescence quantum yield (0.96 in chloroform).
141,142

 Perylene red-doped PFBT CPNs 

were prepared via a nano-precipitation method described previously.
97

 Samples were 

filtered through a 0.1 µm membrane filter and characterized via UV-Vis and fluorescence 

spectroscopy. Size distributions were determined via particle height analysis of 

representative AFM images (c.f. Fig. 3.2). The AFM images are consistent with spherical 

nanoparticles, as is expected for glassy polymers in this size range, based on surface free 

energy considerations. Terentjev et al. previously reported spherical morphology for 

particles of PFBT roughly in this size range.
100
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Fig. 3.2.  (a) Structures of perylene red and PFBT. (b) Normalized perylene red 

absorbance (black line) and PFBT fluorescence (red line) in THF with spectral overlap 

region shaded. (c, d) Representative AFM image of undoped PFBT CPNs and particle 

size histogram. 
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Energy transfer efficiency as high as 86% was observed at 2% doping, where the 

energy transfer efficiency is given by , and F, F0 are the host fluorescence 

intensity in the presence, absence of dopant, respectively (c.f. Fig 3.3). It was expected 

that most of the dye is incorporated into the nanoparticles owing to the hydrophobic 

character of the dye, based on previous results examining incorporation of dyes with 

similar solubility properties, using centrifugal concentration to examine dye incorporation 

and possible leaching.
13

 Additionally, the lack of additional features in the UV-vis and 

fluorescence spectra that could be ascribed to free dye or dye aggregate in solution is 

evidence that the fraction of unincorporated dye is small (less than a few percent). 

Finally, the high energy transfer efficiency at low doping ratios provides additional 

confirmation that a high fraction of the dye molecules are incorporated in the 

nanoparticles. The intensity of acceptor emission in the doped samples increases as 

dopant is added up to 0.5% doping. Upon further doping, acceptor emission intensity 

decreases. We ascribe this to aggregation quenching of the acceptor as dye dimers form 

within the nanoparticle at higher doping levels. Aggregate formation could also explain 

the red shift of the acceptor emission observed at higher doping levels. Stern-Volmer 

analysis was performed using the quencher/donor molecular fraction f = ndye/npoly as the 

unit of concentration, in order to obtain KSV in terms of the number of polymer molecules 

quenched per perylene red molecule. The analysis yields a quenching constant of 37 per 

dye molecule, indicating that roughly 37 PFBT molecules are quenched per dye 

molecule. From this result, an effective dye quenching radius of 5.3 nm is obtained, 

01 FFET 
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which is significantly larger than the calculated Förster radius, providing initial indication 

of exciton diffusion. 

  



 84 

 

 

Fig. 3.3. (a) Fluorescence spectra of perylene red doped PFBT CPNs at various doping 

ratios. (b) Stern-Volmer quenching plot. (c) Total fluorescence quantum yield vs. 

quencher-donor molecular ratio. 
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The quantum yield of undoped PFBT CPNs was measured to be 0.14, consistent 

with prior measurements.
16,17,143

 The total fluorescence quantum yield of the doped 

samples decreases monotonically with increasing dopant concentration, indicating that 

doping with this dye does not increase CPN brightness as initially hoped (c.f. Fig 3.3). 

However, at moderate doping levels (0.5%-1%), the decrease in fluorescence quantum 

yield is minimal, while the energy transfer efficiency is high, thus doping with perylene 

red can be used to red-shift the fluorescence while maintaining high levels of brightness. 

In microscopic imaging experiments, signal levels and contrast are affected by several 

phenomena and factors related to the spectroscopy of the dyes and the experimental 

setup.
12

 A key issue is autofluorescence from the sample and from the various optical 

materials. Autofluorescence typically peaks a few nm to the red of the excitation 

wavelength, with a long red tail. Thus, for typical dyes with small Stokes shifts, selection 

of filters involves a compromise between efficient collection of the emission of interest 

and rejection of autofluorescence. The PFBT nanoparticles doped with perylene red 

exhibit a large red-shift in the emission, which is advantageous for efficient collection of 

fluorescence and rejection of autofluorescence. 

The effect of quenching by molecular oxygen on the quantum yield of the 

undoped PFBT CPN samples was assessed by purging the sample with nitrogen in the 

dark for 45 minutes prior to measurement. The quantum yield in air was measured to be 

0.097, and 0.100 in nitrogen. The differences in quantum yield for the sample in air 

compared to the data in Figure 3.3 are not statistically significant, indicating negligible 

fluorescence quenching by oxygen. 
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3.5  Picosecond time-resolved fluorescence spectroscopy 

Time-correlated single photon counting (TCSPC) was employed to determine the 

lifetimes of the excited state in doped and undoped nanoparticles of PFBT, and for the 

polymer dissolved in THF. The decay trace was fit by a least-squares minimization 

procedure involving convolution of a trial decay function with the instrument response 

function. The trial functions are (single) exponential, bi-exponential, and the stretched 

exponential or Kohlrausch-Williams-Watts (KWW) function, 

                            ))/(exp()( tAtF  .        (3.1) 

The stretch-parameter  acts as a measure of lifetime heterogeneity, ranging between  

~0.3 and 1, where lower values indicate a broad distribution of lifetimes while  = 1 

corresponds to a single lifetime.
123

 The fluorescence decay of PFBT in THF was 

adequately fit by a single exponential, while the decays of undoped nanoparticles and 

lightly to moderately-doped particles (0.1%-1.0%) exhibited complex decay kinetics that 

fit well to both bi-exponential and stretched exponential (KWW) functions. While single 

exponential fits converged for all samples, bi-exponential and KWW fits did not 

converge for 1.5% and 2% doping due to low signal levels and short lifetimes relative to 

the width of the instrument response function. Results show a clear decreasing trend in 

lifetimes as the doping ratio is increased, with perhaps a slight decreasing trend in  (c.f. 

Fig 3.4), though it is not clear that the decrease is statistically significant. In any case, the 

 values indicate a broad distribution of exciton lifetimes for the nanoparticles, consistent 

with energy transfer in dense multichromophoric systems,
13

 while the polymer in THF 
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yielded  values near unity, suggesting little energy transfer. Overall, the weighted 

average lifetimes and  values obtained from the fits are consistent with the physical 

picture of exciton diffusion and energy transfer, i.e., dynamic quenching due to energy 

transfer, which will be discussed in more detail below. 
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Fig. 3.4. (a) Normalized fluorescence lifetime decay traces for PFBT in THF and doped 

CPNs. (b) Single exponential (blue), bi-exponential weighted average (green), and KWW 

(red) lifetimes of perylene red doped CPNs. Inset: KWW heterogeneity parameter ß vs. 

perylene red dopant percent. 

  



 89 

Fitting was performed using a set of custom MATLAB scripts. Briefly, the fitting 

procedure is as follows. The model function consisted of either a single exponential, a bi-

exponential, or a KWW decay function. Conventional gradient-based nonlinear least 

squares minimization methods such as Levenberg-Marquardt often fail for multi-

exponential fitting, so an alternative approach was employed. A random number 

generator was used to generate a series of guesses for the nonlinear parameters (including 

shifts in t0, since small shifts in timing can occur due to drift) over a selected range. Then, 

for each set of nonlinear guess parameters, the trial fit function is convolved with the 

instrument response function and the linear parameters (i.e., the exponential amplitudes) 

are determined by linear least-squares. The sum of the square of the residuals (square 

error) for the set of parameters is calculated and compared to the minimum square error 

obtained thus far. If the new value is lower, then the parameters and the square error are 

saved. After several thousand iterations, the set of parameters corresponding to the 

minimum square error is taken as the set of best-fit parameters. The soundness of the fit 

is tested by additional sets of iterations with both wider and narrower ranges for the 

guesses, and by visual inspection of the residuals. Additionally, the range of data 

included in the fitting analysis, as well as the degree of downsampling of the data were 

varied, and the effect on the resulting fit parameters was evaluated. The fitting results for 

several TCSPC kinetics traces for each sample were used to determine the mean and 

standard deviation of the parameter values. Typical standard deviations of better than 

10% were obtained for the lifetime values. 
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The effect of quenching by molecular oxygen on the lifetime of the nanoparticle 

samples was also assessed by comparing the lifetime results obtained for samples 

exposed to air with those obtained from nitrogen-purged samples. The bi-exponential 

weighted average lifetimes of the undoped PFBT CPNs were measured to be 780 ps in air 

and 850 ps in nitrogen. This difference is not statistically significant, and is in agreement 

with the quantum yield measurements indicating minimal quenching by oxygen. 

In addition to the lifetimes of the host polymer PFBT, the lifetimes of the acceptor 

perylene red were measured. The lifetime of perylene red in THF was measured to be 5.4 

ns, which is consistent with the literature value.
125

 The moderate to heavily doped 

samples of PFBT nanoparticles were selected due to the relatively low contribution to the 

emission signal by PFBT as well as to assess the effect of the observed self-quenching of 

perylene red on its lifetime in the nanoparticles. The lifetime of perylene red doped 

within the nanoparticles was found to be reduced to 3.1 ns, and follows a decreasing 

trend as doping increases. The reduction in lifetime indicates dynamic self-quenching. 
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Perylene Red %(w/w) τexp (ns) 

THF 5.4 

1.0% 3.1 

1.5% 2.9 

2.0% 2.6 

 

Table 3.1. Fluorescence lifetimes of the energy acceptor fluorescent dye Perylene Red in 

THF and in dye-doped PFBT CPNs. 

 

3.6 Modeling Exciton Diffusion and Energy Transfer in Dye-Doped CPNs 

Exciton dynamics in doped conjugated polymers can be described as mobile 

excitons hopping from site to site in a random, diffusion-like process prior to decaying 

(both radiatively and non-radiatively) or undergoing energy transfer to a defect or dopant 

molecule.
144-146

 In this picture, a key exciton transport parameter is the diffusion length, 

, where n is the dimensionality, D is the (1D) diffusion constant, and  is 

the exciton lifetime. We previously developed a numerical random walk approach to 

modeling the combined effects of exciton diffusion and energy transfer in CPNs, which 

yielded values for energy transfer efficiency that were in agreement with experimental 

results for dye-doped CPNs.
13

 This approach was also applied to modeling fluctuations in 

the fluorescence centroid of a single CPN due to polaron motion.
64

 Here, we have 

modified the previous simulation code to provide kinetics information for comparison to 

the time-resolved fluorescence results. We have also modified our approach to explicitly 

account for quenching by defects. Neither coherent transport nor dispersive transport are 

nDLD 2
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explicitly included in the present approach.
30,32

 The simulation algorithm is described as 

follows. The simulation code was written as a set of MATLAB scripts. Dopant dyes 

and/or defects are distributed randomly within the nanoparticle, represented by a sphere. 

While a sphere is assumed, similar results are obtained assuming a cubic particle.
64,139

 

Here we define “defects” as any of a number of quenching species such as polarons, 

aggregate species, conformational defects, oxidized defects and synthetic defects, which 

are not deliberately introduced into the system, in contrast to the dye molecules, which 

are deliberately added in controlled amounts. In these simulations, dopant dyes are 

essentially treated as points within a continuum. However, the model may be adjusted to 

correct for finite dye volume effects (e.g. by adjusting the Förster radius). It is expected 

that the addition of an exclusion volume would have a minimal impact on the quenching 

dynamics and on the quenching efficiency, since the volume of the dye is less than 2% of 

the nanoparticle volume. Similarly, the dye volume is smaller than the quenching volume 

by a factor of 20 or more. Finally, we note that in previous simulations,
13

 we employed a 

discrete lattice model, and found that the quenching efficiency obtained was not sensitive 

to the lattice spacing, for lattice spacing of 0.1 to 0.4 nm, which is consistent with the 

reasoning above. An initial population of excitons is also distributed randomly within the 

sphere. For each time step t, each exciton is propagated by adding to its position along 

each axis a Gaussian-distributed random number scaled so that 2
=2Dt, where D is the 

(1D) diffusion constant and 2
 is the variance of the random number distribution ( = 0). 

A time step t of 1 ps was employed, and time steps of 0.2 ps, 0.5 ps, 2 ps, and 5 ps were 

also tested, to help ensure that the simulation results were not significantly affected by 
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numerical rounding errors or using a step that is too large given the various rates and 

diffusion distances involved. At each step, the new positions are checked to ensure that 

the exciton remains within the sphere representing the particle, and the jump is reversed 

for excitons that are outside the sphere, thus ensuring that the excitons remain within the 

sphere. The energy transfer rate, for each exciton to each dopant or defect, is calculated 

based on the exciton-acceptor distances and the conventional Förster rate expression, 

.        (3.2) 

The probability of decay or transfer for a given exciton during the time step Δt is 

calculated by the expression 

          (3.3) 

where k is given by either , or ket, and compared to a random number 

to determine the exciton fate for that time step. The running total of excitons that have 

decayed via energy transfer is updated (for later use in determining the quenching 

efficiency), and the exciton population is updated (for later use in constructing a 

simulated kinetics trace), for each time step. The simulation continues until nearly all of 

the exciton population has decayed. The simulations are performed for many initial 

random configurations of acceptors and excitons, and the exciton population kinetics and 

energy transfer efficiencies are calculated from the simulation results. 

We explicitly include exciton quenching by defects (which can include 

aggregates, polarons, excimers, synthetic defects, oxidized defects, etc.) as a key feature 

in our approach to modeling exciton diffusion and energy transfer in the nanoparticles. 


acceptors

et RRk 6

0

1 )(

tketp  1)(

1 nrrd kkk



 94 

The explicit inclusion of quenching by defects is based on several observations. First, the 

fluorescence quantum yield and excited state lifetime of the nanoparticles is greatly 

reduced (  = 0.14,  = 800 ps) as compared to the polymer in a good solvent such as 

THF (  = 0.66,  = 3000 ps). The phenomenon of reduced lifetimes in the aggregated 

state is often observed in J-aggregates, and is typically described as due to coupling of the 

transition dipole moments that causes a large increase in the radiative rate.
82

 However, 

strong J-aggregate-type coupling is not likely to be responsible for the decrease in 

lifetime in the present case, since little shift in the absorption spectrum is observed upon 

nanoparticle formation (c.f. Fig. 3.1), indicating weak coupling. Next, the radiative rates 

of the polymer dissolved in THF and the nanoparticles suspended in water were 

determined as follows. For the nanoparticles, a fluorescence quantum yield (c.f. Fig. S1) 

of  = 0.14 and weighted average excited state lifetime of   = 800 ps was 

determined, while for the polymer dissolved in THF,  = 0.66,  = 3000 ps was 

determined.  From this information and the quantum yield expression,  

nrr

r

kk

k


 .                (3.4) 

a radiative rate value for the nanoparticles of 1.8x10
8
 s

-1
 was determined, while for the 

polymer in THF, a radiative rate of 2.2x10
8
 s

-1
 was determined. This does not correspond 

to typical J-aggregate behavior. Rather, the radiative rate typically increases for J-

aggregates as compared to the unaggregated dye. Finally, the heterogeneity of the excited 

state lifetime of the nanoparticle is increased ( = 0.65) as compared to the free polymer 

in solution ( = 1.0), consistent with quenching by energy transfer to some type of defect 


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species, which could include oxidized defects, synthetic defects, aggregate species, 

exciplexes, and/or hole polarons (cations). Evidence for the existence of photogenerated 

hole polarons in PFBT CPNs is given in previously published work.
64

 Additional support 

for the hypothesis of dynamic quenching by defects is given by analysis of the excited 

state lifetime and quantum yield results, which are not consistent with static quenching. 

Finally, the defect-quenching hypothesis is also supported by the agreement between 

experimental results and the exciton diffusion-energy transfer simulations, discussed 

below. 

In order to account for quenching by defects in the simulation, the defect density 

(expressed as dye equivalents per nanoparticle) has been added as a model parameter. 

Exciton diffusion simulations were carried out for a particle of radius 4 nm, to match the 

8 nm diameter determined by AFM (c.f. Fig. 3.2), with the exciton diffusion length set at 

12 nm, and the time step set to 1 ps. In order to simulate a given dye and/or defect 

density, first the Poisson distribution of dyes or defects per nanoparticle was calculated 

by , based on the average number of dyes or defects per nanoparticle, 

(e.g., if = 1.7 dyes per particle on average, the Poisson distribution is used to estimate 

what population fraction of particles has n = 0, 1, 2, or 3 dyes, and so on) and simulations 

were performed assuming various numbers of dyes per nanoparticle, determined from the 

weight ratios of perylene red dopant. Then the kinetics curves and energy transfer 

efficiencies were combined using Poisson statistics to produce a weighted average 
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kinetics curve and energy transfer efficiency for the dopant density of interest. Initially, a 

Förster radius of 3 nm was calculated by 

,  (3.5) 

using the refractive index of PFBT at the peak emission wavelength (~1.9),
147

 the spectra 

of perylene red  and PFBT in THF , the quantum yield of PFBT in THF, 

and assuming a value of 2/3 for the orientation factor 2
.
47

 However, while the match to 

experimental lifetimes and ß values improved, the simulation results did not match 

experimental quenching efficiencies well.  It is likely that local ordering of the polymer 

could result in a somewhat larger value of the orientation factor, or that other physical 

processes such as coherent transport could lead to a larger quenching radius.
30,32

 Thus, 

simulations were carried out using an increased R0 of 4 nm. This improved the agreement 

with experimental quenching efficiencies. It is assumed that a combination of exciton 

diffusion and energy transfer in the aggregated state of the polymer are the principal 

causes of defect quenching in the nanoparticles. The single exponential decay kinetics 

and high quantum yield exhibited by the polymer in good solvent, assumed to be due to 

the open conformation of the polymer, as well as the reduction in quantum yield and 

complex decay kinetics exhibited in the aggregated state of the polymer supports this 

notion. In order to quantify the defect density per nanoparticle, the fluorescence quantum 

yields of PFBT in THF and undoped CPNs were utilized to first estimate the defect 

quenching efficiency  which yields a quenching efficiency of 

~0.79. Exciton diffusion and energy transfer simulations were performed using the same 





0

4

45

2
6

0 )()(
128

)10ln(9000





dF

Nn
R AD

THF

)( A )(DF

)(1 CPNTHFd 



 97 

model parameters as were used to model the dye-doped CPNs, varying the defect density 

until good agreement with the quenching efficiency, lifetime and ß of undoped CPNs was 

obtained, yielding a defect density of 2.3 defects per nanoparticle or 8.6x10
18

 defects per 

cubic centimeter of polymer. 

The defect density was estimated by comparison of simulation results to 

experimental results as follows. It was assumed that quenching by defects occurs 

primarily via a combination of exciton diffusion and energy transfer, and thus quenching 

is greatly reduced for the polymer in good solvent, since exciton diffusion is essentially 

eliminated and energy transfer is greatly reduced when the polymer adopts an open 

conformation (due to the increased inter-chromophore distance), while the polymer in the 

collapsed, aggregated state possesses a relatively higher chromophore density, favoring 

both energy transfer and exciton diffusion. Indeed, prior work shows that even a single 

defect or dopant per CPN can result in substantial quenching.
13,64

 The assumption of 

relatively little quenching for the polymer in an open, unaggregated  conformation is 

supported by the much higher fluorescence quantum yield and single-exponential decay 

kinetics observed for the polymer dissolved in THF (decay kinetics are typically complex 

when energy transfer over a range of distances occurs). Thus a comparison between the 

fluorescence quantum yield and kinetics for the polymer dissolved in good solvent versus 

for the polymer in the nanoparticle state yields information about the extent of quenching 

in the nanoparticle. In order to quantify the defect density per nanoparticle, the 

fluorescence quantum yields of PFBT in THF and undoped CPNs were utilized to first 

estimate the defect quenching efficiency  which yields a quenching )(1 CPNTHFd 
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efficiency of ~0.79. To estimate the defect density, we performed exciton diffusion and 

energy transfer simulations as described above, using the lifetime of the polymer in good 

solvent and assuming the same Förster radius as the dye and the same LD parameter used 

to model the dye-doped CPNs. The defect density was varied until good agreement with 

the experimental average lifetime,  parameter, and fluorescence quantum yield of the 

undoped CPNs was obtained. The defect density corresponding to the best fit for the 

undoped nanoparticles varied depending on the LD parameter, but for LD = 12, (the global 

best-fit value, see below) an effective defect density of 2.3 dye equivalents per 8 nm dia. 

nanoparticle, or 8.6x10
18

 defects per cubic centimeter of polymer was obtained. 
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Fig. 3.5. Comparison of simulated (blue) and experimental (black) (a) quenching 

efficiency, (b) average lifetime, and KWW stretch parameter ß (inset) vs. quencher/donor 

molecular ratio. 
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To further test the model and assumptions, and to obtain the exciton diffusion 

length, simulations were also performed including doping with the perylene red dye, 

varying the exciton diffusion length to provide the best match to experimental quenching 

efficiencies and exciton decay kinetics. Based on the weight fraction of the dye, the 

average number of dyes per nanoparticle was calculated, and this was added to the 

number of defects determined previously. The quenching efficiencies and fluorescence 

decays obtained from the simulation are compared to experimental results in Fig. 3.5, for 

LD = 12 nm, with the density of dye represented as a ratio of the number of dyes to the 

number of polymer molecules (given the molecular weights of the polymer and dye, a 

molecular ratio of 0.10 corresponds to a weight fraction of 1.0% or a dye density of 

6x10
18

 dyes per cubic centimeter of polymer). By utilizing the lifetime and quenching 

efficiency results for the nanoparticles at various doping levels as well as for the polymer 

in good solvent, we are able to probe the relative contributions of exciton diffusion, 

energy transfer, and quenching by defects on the exciton diffusion length. Simulations 

neglecting quenching by defects and Poisson statistics yield a good fit to experimental 

quenching efficiency; however, the fits to experimental lifetimes and  are poor (c.f. Fig 

3.6). By accounting for quenching by defects and Poisson statistics in the model, there is 

a trade-off in that the fit to experimental quenching efficiency is somewhat poorer, but 

the match to the lifetimes and ß is greatly improved. Nevertheless, the simulation results 

obtained including the Poisson distribution for defects and dyes fit reasonably well to all 

of the experimental results. The obtained exciton diffusion length of 12 nm is similar to 

that obtained for polyfluorene films by a different method.
90
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Fig. 3.6. Exciton diffusion simulation results ignoring quenching by defects and Poisson 

statistics. (a) Simulated (red) and experimental (black) quenching efficiency, (b) mean 

exciton lifetimes, and ß (inset) as a function of dyes per nanoparticle for a particle radius 

of 12 nm. 
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The Stern-Volmer analysis yields a quenching radius of 5.3 nm for perylene red--

significantly higher than the Förster radius R0, even if we make favorable assumptions 

regarding orientation, clearly indicating that exciton diffusion contributes significantly to 

the quenching efficiency of the dye. However, analysis of the quenching efficiencies 

alone does not clearly indicate the relative contributions of LD and R0: Results of exciton 

diffusion simulations (c.f. Fig 3.7) indicate that an increase in either LD or R0 (or both) 

results in an increase in quenching efficiency. While there is no simple, exact analytical 

formula relating LD and R0 to the β parameter, we found that β increases monotonically 

with increasing LD, (i.e., increasing LD results in a decrease in the amount of 

heterogeneity in energy transfer rates) while β decreases as R0 increases. By including 

analysis of the β parameter, as well as quenching by defects, we obtained a significantly 

larger value for the Förster radius than that obtained using the typical assumption of κ
2
 = 

2/3, suggesting that this assumption may not be accurate for this system.
13

 These results 

strongly suggest that a combined approach of measuring exciton decay kinetics, 

quenching efficiency, and modeling (in which quenching by defects is explicitly 

included) is necessary in order to disentangle the combined effects of exciton diffusion 

and energy transfer on exciton quenching efficiencies and dynamics. 

  



 103 

 

 

Fig. 3.7. Initial exciton diffusion simulations for a 4 nm particle radius. (a, b) Quenching 

efficiency, bi-exponential weighted average lifetime, and  (inset) vs. dyes per 

nanoparticle for LD = 6 nm (black), 9 nm (blue), 12 nm (green), and 16 nm (red). (c, d) 

Quenching efficiency and bi-exponential weighted average lifetime, and ß (inset) vs. dyes 

per nanoparticle for R0 = 3 nm (black), 3.5 nm (blue), and 4 nm (red). 
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Another important issue is the effect of quenching by defects on the determined 

exciton diffusion parameters, particularly the diffusion length and calculated R0. By 

explicitly including quenching by defects in the simulation and analysis, we obtain an 

(intrinsic) exciton diffusion length (i.e., an exciton diffusion length for a hypothetical 

defect-free material). The intrinsic exciton diffusion length is 85% larger than the 

phenomenological diffusion length obtained from dye-quenching analysis without 

inclusion of defect quenching. This result has several implications. First, that for cases 

where conjugated polymers exhibit a large decrease in fluorescence quantum yield in the 

aggregated state (i.e., films and particles) relative to the polymer dissolved in a good 

solvent, this may indicate highly mobile excitons undergoing energy transfer to a small 

fraction of defects. Thus, somewhat paradoxically, a large value of D can result in a small 

observed value for the diffusion length, which in many such cases is determined largely 

by the density of quenching defects rather than by the diffusion constant. Second, the 

approach and results presented here suggest a general method for determining both the 

defect density and the effect of quenching by defects on the measured exciton diffusion 

length. Third, the low defect densities we obtained (much lower than 1 defect per 

polymer chain) and large exciton diffusion lengths determined in the absence of 

quenching lend qualitative support to the extraordinarily large exciton diffusion lengths 

reported in the single molecule studies of Barbara et al.
139

 Additionally, the significantly 

larger exciton diffusion length obtained from the lifetime analysis is promising for 

applications requiring large exciton diffusion lengths, such as photovoltaic devices. 

Finally, while the nature of quenching defects varies from polymer to polymer, in the 
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case of some PPV derivatives as well as polyfluorene derivatives, quenching defects 

appear to be partially oxidized polymer, or hole polarons.
36,143

 In the case of hole 

polarons, quenching by defects can sometimes be suppressed by addition of electron-

donor species.
143

 Thus the addition of such species could be helpful for applications 

requiring larger exciton diffusion lengths. 

 

3.7 Concluding Remarks on Dye-Doped CPNs 

 

 PFBT CPNs doped with perylene red dye were found to exhibit efficient energy 

transfer from the polymer host to the dye. The excited state dynamics of the dye doped 

CPNs were studied by steady state and time-resolved fluorescence methods. The spectra 

are red-shifted significantly with only minor losses in fluorescence quantum yield, 

indicating that these nanoparticles provide bright, red emission, which is useful for some 

imaging and tracking applications. The lifetime of the donor exciton is reduced and the 

width of the distribution of exciton lifetimes was found to increase as the dopant 

concentration increases, as determined by time-resolved fluorescence. We interpret the 

kinetics results and the results of simulations as indicating substantial quenching by 

defects, which is amplified by exciton diffusion. The simulation parameters were 

adjusted until a reasonably good fit was obtained to the experimental results, including 

the quenching efficiency results, the average lifetimes, and the KWW stretch parameter. 

Based on the fitting results, an exciton diffusion length of 12 nm for PFBT CPNs was 

obtained, corresponding to a diffusion constant of 8.0x10
-9

 m
2
 s

-1
. The results provide 

some indication that quenching by defects or other quencher species is a significant but 
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often overlooked issue in aggregated conjugated polymers, and the approach described 

here--combining steady-state and time-resolved spectra of the dissolved polymer and 

doped nanoparticles--is proposed as a more or less general method for quantifying both 

exciton transport and exciton quenching by defects in conjugated polymer materials. 

Additionally, our analysis suggests that for some conventional approaches to determining 

exciton diffusion lengths, the result may be largely determined by the defect density. 

 

3.8 PFBT/MEH-PPV Blended CPNs 

There have been extensive investigations of exciton dynamics in conjugated 

polymer systems, including thin films,
148-150

 solutions,
151,152

 in a matrix,
153,154

 and 

nanoparticles.
155

 Since the structure of polymer blends (bulk heterojunctions) used in 

photovoltaic devices is often complex, it is desirable to gain a more complete 

understanding of the electronic and photophysical processes in blended conjugated 

polymers in order to optimize the device characteristics, as well as how such processes 

can be modulated through their dependence on structure and processing conditions. It has 

been proposed to study photophysical processes in blended conjugated polymers in the 

nanoparticle phase, as an alternative to thin films,
156,157

 since more control of various 

aspects of structure and interactions can be obtained by controlling particle size, and 

since single nanoparticle experiments can provide a unique window into nanoscale 

heterogeneity effects and processes such as polaron motion.
158

 Furthermore, CPNs have 

attracted much attention in a variety of applications, such as particle tracking,
159
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sensing,
160-162

 and cellular imaging,
14,163

 because of their small particle size, high 

fluorescent brightness and excellent photostability.
164

  

Previously,
165

 we found that blended PFBT/MEH-PPV CPNs exhibit unusual 

optical properties. In addition to the expected highly red-shifted emission due to energy 

transfer, we found anomalous saturation behavior characterized by an extraordinarily low 

excitation saturation intensity and high saturated brightness, a rare combination of 

properties that is optimal for saturation-based imaging methods.
166

  Additionally, bulk 

and single nanoparticle spectroscopic experiments indicate that the blended CPNs exhibit 

photoswitching, which could be useful for localization-based microscopy.
167

 The 

experimental steady-state and time-resolved spectroscopy results are given elsewhere.
102

 

The experimental decay kinetics and quenching efficiency results are analyzed here by 

comparing to a multiple energy transfer model in order to examine the physical picture of 

processes occurring in blended CPNs and in an attempt to obtain a clearer picture of the 

impact and relative importance of multiple energy transfer (energy transfer between 

donor chromophores) occurring within the donor (host) polymer, energy transfer between 

donor and acceptor, acceptor conformational effects (e.g., degree of phase separation), 

acceptor polydispersity, and particle size. Our analysis indicates that multiple energy 

transfer between donor chromophores greatly increases the effective quenching volume 

of the acceptor. Additionally, the high energy transfer efficiencies are consistent with a 

more or less open conformation of the acceptor chain, rather than a compact, phase 

segregated structure. The polydispersity of the acceptor polymer is found to play a role in 

the high degree of heterogeneity of energy transfer rates. In addition to providing results 
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that could be useful for tailoring the properties of CPNs for imaging applications, these 

results could help provide insight into the factors affecting energy transport processes in 

devices containing conjugated polymer blends, such as in bulk heterojunction 

photovoltaic devices. 

 

3.9 Modeling Exciton Transport in Blended CPNs 

 We have adapted the model detailed in Section 3.6 to simulate exciton diffusion 

in blended conjugated polymer nanoparticles. We included defect quenching by 

representing defects as nonfluorescent energy acceptors with a Förster radius of 4 nm, 

adjusting the level of defects until the kinetics and fluorescence quantum yield were in 

approximate agreement with experimental results for undoped PFBT CPNs, using the 

approach discussed above. Since the number of defects per CPN is likely to follow a 

Poisson distribution, the defect density was estimated by comparison of model 

calculations to the CPN fluorescence quantum yield and fluorescence decay kinetics as 

follows. First, the initial exciton diffusion simulation is performed by varying the dye 

(quencher) number per particle with lifetime of PFBT in THF (3400 ps), particle radius r 

= 11 nm (from AFM results), exciton diffusion length LD = 12 nm, Förster radius R0 = 4 

nm. The quenching efficiency and exciton decay kinetics for various numbers of dyes per 

particle are obtained from exciton diffusion simulations described above. The simulated 

quenching efficiency versus number of dyes per particle is shown in Figure 3.8(a). 

Second, the population of nanoparticles is described by an average defect density 

parameter (average number of defects per particle), with the fraction of particles 
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containing a given number of defects given by the Poisson distribution. From the 

distribution weights and the simulation results, a weighted average quenching efficiency 

is obtained, and similarly, population-averaged decay kinetics traces are obtained and fit 

to a bi-exponential and KWW functions to obtain the average lifetime and  parameter. 

The average defect density is varied until a good agreement with experimental data is 

obtained, yielding an average defect density of 20 dye equivalents per 22 nm diameter 

particle. At this average defect density, the simulated result for PFBT particle is ηd = 

0.79, τavg = 750 ps, and β = 0.75. The quenching efficiency and averaged lifetime are 

consistent with the experimental data (ηd = 0.80, τavg = 770 ps). The slightly lower 

experimental KWW stretch parameter β (0.64) for the experimental data as compared to 

the simulated result (0.75) perhaps indicates an additional process or effect leading to 

broadening of the lifetime distribution. 
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Figure 3.8. (a) Quenching efficiency of initial exciton diffusion simulations; (b, c, d) 

Comparison of simulated (blue dot with line) and experimental (black dot) data: (b) 

quenching efficiency, (c) average lifetime, and (d) KWW stretch parameter β, vs. dopant 

concentration (wt%). 
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The quenching efficiency values of the blended CPNs given in Figure 3.8(b) are 

given by equation, 𝜂 = 𝜂𝑑 + (1 − 𝜂𝑑)(1 − 𝐹 𝐹0)⁄ , where F0 and F represent the 

nanoparticle fluorescence intensities of unblended and blended CPNs, respectively. The 

calculation of quenching efficiency of the polymer is obtained from the exciton diffusion 

and energy transfer results (Figure 3(a)) as follows. As stated above, the high quenching 

efficiency of MEH-PPV indicates that the molecule likely exhibits an open or extended 

conformation. Since the conformation or conformational distribution is not known, and 

for the sake of computational simplicity, we represent the extended MEH-PPV chain as 

isolated chromophores randomly distributed throughout the particle. This is a gross 

simplification that is likely to overestimate quenching efficiency, since a more realistic 

beads-on-a-string picture would result in correlation between chromophore positions (i.e., 

there will typically be 1-2 chromophores within ~1 nm of a given chromophore), 

resulting in overlap of quenching volumes, likely resulting in a reduced quenching 

efficiency. On the other hand, assuming a random distribution of chromophores places 

some in closer proximity than would a space-filling bead model, so there could be some 

cancellation of errors.  

A likely more significant issue is the polydispersity of the acceptor polymer. Here 

we discuss how acceptor polydispersity is included in the model. Gel permeation 

chromatography (GPC) yields Mn = 47400, Mw = 206000, and a polydispersity index 

(PDI) of 4.3. For modeling purposes, we represent the polymer weight distribution as a 

mixture of four different polymer components with molecular weights of 3900, 10400, 
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104000, and 312000, and number (molecule) fractions for each component of 0.47, 0.26, 

0.17 and 0.1. The molecular weight distribution of the mixture is Mn = 53400, Mw = 

217000, and PDI = 4.1, close to the GPC results. The distribution of the various 

molecular weight polymer chains in the particles is calculated using the Poisson 

distribution (i.e., it is assumed that the dopant polymer chains are randomly distributed 

among particles) based on the weight fraction of MEH-PPV (per nanoparticle) and the 

population fractions for each molecular weight, using the expression 𝑁𝑖 = 𝑀𝑁𝑃𝑓𝑑𝑓𝑖/𝑀𝑖, 

where Ni is the number of chains of a given component i, MNP is the mass of nanoparticle, 

fd is the doping fraction, fi is the molecule fraction of component i, and Mi is the mass of 

component i. For a given nanoparticle containing a number of polymer chains of various 

molecular weights, the number of MEH-PPV chromophores is calculated based on the 

following reasoning. An MEH-PPV chromophore is composed of 4~8 repeat units.
168-170

 

If we assume that 5 repeat units is one chromophore (~1300 Daltons), then a 

straightforward calculation (based on the peak extinction coefficient MEH-PPV polymer 

mentioned earlier) yields a peak extinction coefficient per chromophore of ~4×10
5
 M

-1
 

cm
-1

. We treat the chromophore size as an adjustable simulation parameter, and used a 

value of 5 monomer units per chromophore in the simulations. For the sake of reducing 

calculation complexity, we assume that each chromophore is roughly equivalent to one 

perylene red molecule, which in terms of the simulation means that each chromophore is 

represented as a point acceptor with a Förster radius of 4 nm, which is the same as the 

Förster radius used to represent the defects. Thus the total number of energy acceptors in 
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a nanoparticle is given as the sum of the number of defects and the number of MEH-PPV 

chromophores. 

A statistical sample of CPNs, representing the distribution of defects and polymer 

chains is generated, and for each CPN, the total number of acceptors is calculated using 

the method described above. From the distribution, the population average quenching 

efficiencies and kinetics are calculated. The simulated population-averaged kinetics trace 

is fit to bi-exponential and KWW functions to obtain weighted average lifetimes, and 

KWW stretch parameter β, for each blending ratio, which are given in Figure 3.8(b-d). 

The agreement between the simulated quenching efficiency and the experimental results 

is good, while the lifetime and β simulated results agree reasonably well with the 

experimental results for much of the range of doping levels, with systematic deviations at 

the lower and higher doping levels. While the cause of the deviation cannot be 

determined conclusively, the somewhat poor agreement is not surprising given the 

number of simplifications and assumptions in the model. Even for the simpler case of 

dye-doped PFBT CPNs, the fit of lifetime and β was not particularly good.
42

 Possible 

causes or explanations are discussed below. 

First, for the case of higher doping concentration, the short lifetime and small β 

represent an experimental difficulty since there are likely some significant short lifetime 

components in the decay trace that are not resolved with the TCSPC apparatus. For 

example, at 10% MEH-PPV doping, there is a significant ~3 ps lifetime component when 

fitting the first few points of simulated population kinetics to a single exponential decay 

function. This short-lived component is well below the ~80 ps experimental resolution. 
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Short-lived components also contribute few photons to the kinetics trace, which can make 

them difficult to measure. Also complicating the determination of short-lived components 

is the fact that a small amount of scattered laser light or autofluorescence can overlap 

with the kinetic trace at early times.  

Additional effects and processes that we have not included in the model could 

also affect the overall energy transfer rate and the width of the distribution of rates, such 

as heterogeneous or dispersive exciton transport caused by energetic heterogeneity
171

 and 

particle-to-particle variations arising from the particle size distribution. Additionally, the 

acceptor chain conformation is not included in the current model. Furthermore, the 

current model is essentially a continuum model, and it is likely that a more granular 

model that explicitly includes individual donor and acceptor chromophores would yield a 

smaller distribution of donor-acceptor distances and thus a smaller distribution of energy 

transfer rates, which could improve agreement between the model and experiment. It is 

also possible that adjacent PFBT and MEH-PPV chromophores could result in mostly 

static quenching of the PFBT chromophore, which could explain the fact that the 

measured lifetimes appear to be less sensitive to doping concentration than predicted by 

the model, which assumes mostly dynamic quenching. Further development of the model 

for blended conjugated polymer nanoparticle is planned, including treating the polymer 

chain as dye/beads-on-a-string, and replacing the continuum approach with one that 

includes discrete donor and acceptor chromophores. Additional experiments using dopant 

polymers with a lower polydispersity index are planned and could also serve as a useful 
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test of model assumptions and the effect of polydispersity on the distribution of energy 

transfer rates. 

 

3.10 Conclusions Regarding Blended CPN Dynamics 

 Additional insight into the nature of energy transfer processes in blended 

conjugated polymers was obtained from picosecond fluorescence lifetime measurements 

and comparison to a multiple energy transfer model. Donor exciton lifetime reduction 

and lifetime distribution broadening with increase of doping were determined by 

picosecond fluorescence lifetime measurement, indicating a broad range of energy 

transfer rates. Agreement between experiment and model results for quenching efficiency 

is very good, and the differences between the simulated lifetime and β value and the time-

resolved experimental data can be explained by some of the assumptions of the model 

(including the assumption that dynamic quenching predominates) and the limitations of 

the measurement. Our results indicate that both exciton diffusion and polydispersity of 

acceptor are the major factors in determining the quenching efficiency and energy 

transfer rates in blended conjugated polymer systems. These results help provide the 

basis for additional studies aimed at understanding the unusual fluorescence properties of 

PFBT/MEH-PPV nanoparticles including anomalous saturation behavior and 

photoswitching. Additionally, the results shed light on the complex exciton diffusion and 

energy transfer processes occurring in devices that include blended polymers, such as 

bulk heterojunction photovoltaic devices. Furthermore, the results indicate that quenching 

by defects (likely polarons) could limit performance of electro-optic devices, and that 
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blending can, in some cases, improve performance, by providing a competitive energy 

transfer pathway. The results also clearly show that the conformation (e.g., 

extended/solvated versus collapsed chains forming nanoparticles) has a profound effect 

on key optical properties such as fluorescence quantum yield, likely due to increased 

energy transfer and exciton diffusion in the collapsed, nanoparticle conformation. The 

effect of the host polymer on polaron stability is also a likely factor. Finally, the results 

indicate the importance of measuring rates in complex systems using time-resolved 

methods, rather than adducing rates from steady-state measurements. For a simple system 

characterized by a single (dynamic) quenching rate constant kq, the quenching efficiency 

is given by a simple expression such as Q = kq/ktot, which can be rearranged to yield the 

rate constant, whereas for a complex system involving multiple rates and possibly static 

quenching, the relationship is complex, requiring a more direct measure of the rates 

involved. Indeed, while the (steady-state) quenching efficiencies are reproduced quite 

well by the model, the distribution of energy transfer rates obtained from the model are 

not in agreement with the time-resolved results, clearly indicating of the importance of 

time-resolved measurements in this case. 
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CHAPTER FOUR 

EFFECT OF SWELLING ON MULTIPLE ENERGY TRANSFER IN CONJUGATED 

POLYMER NANOPARTICLES 

 

4.1 Introduction 

 Conjugated polymers (CPs) are a versatile class of semiconducting luminescent 

materials, used as active materials in organic photovoltaics and light-emitting diodes.
1,2,58

 

Conjugated polymer nanoparticles (CPNs) are well-suited to a variety of fluorescence-

based imaging and sensing applications, exhibiting extraordinary figures of merit, 

including exceptional brightness and photostability.
17,165

 Furthermore, highly efficient 

energy transfer to dyes or other polymers incorporated in the particle or to dyes 

covalently linked to the surface can provide red-shifted emission and sensors.
11,42,161,165

 

To tune CPN properties for various applications, we seek to better understand the species 

and processes that dictate their properties, and how they are modulated by polymer 

conformation and processing conditions.
172,173

 The complex, nanoscale, 

multichromophoric nature of CPNs can give rise to a number of transient and persistent 

species interacting with the excited state including H- or J-aggregates, excimers, and 

exciplexes.
76,77,174

 Furthermore, chemical defects, excess charges (i.e. hole polarons), and 

incorporated dyes can have significant effects on fluorescence properties.
13,36,64,71,90

  In 

addition, energy transfer between like conjugated polymer chromophores (i.e., exciton 

diffusion) can result in a cascade of multiple energy transfer events, greatly amplifying 
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the effects of these species.
20,30,175

 Recently, we showed that multiple energy transfer in 

CPNs gives rise to characteristic complex fluorescence kinetics.
42

 

Here, we investigate the effects of solvent-induced swelling on the excited state 

dynamics in CPNs, using steady-state and time-resolved fluorescence spectroscopy to 

develop and test a multiple energy transfer model and thus gain a clearer picture of the 

interplay of the various species and processes that determine the optical properties and 

excited state dynamics of CPNs. We previously employed a similar approach to 

determine the length scale of exciton diffusion in dye-doped CPNs.
42

 Particle swelling 

increases the inter-chromophore distance, causing a reduction in the rate of multiple 

energy transfer and thus a reduction in the quenching efficiency and an increase in the 

excited state lifetime. By fitting parameters of a multiple energy transfer model to 

picosecond fluorescence anisotropy decay results, we obtain an approximate picture of 

the characteristic length scale and time scale of energy transfer between pairs of like 

chromophores (homo-transfer) as well as how the energy transfer cascade is modulated 

by swelling. The agreement with model predictions over a broad range of swelling 

supports the proposed multiple energy transfer picture. The comparison of results from 

two different polymers suggests that higher rates of homo-transfer, which is sometimes 

desired (e.g., to improve exciton transport in photovoltaics, or for some sensor schemes) 

comes at the price of reduced fluorescence quantum yield due to increased quenching by 

defects, either due to the formation of additional aggregate species for systems with 

higher chromophore densities, or due to an increase in the energy transfer cascade to pre-

existing defects. Our results point to the latter mechanism as the more likely or dominant 
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mechanism causing the large reduction in fluorescence quantum yield often observed for 

some conjugated polymer films and particles as compared to the free polymer in solution. 

On the basis of this picture, we suggest that in some cases, the optical properties CP films 

and particles can be improved by interfering with the multiple energy transfer cascade, 

either by competitive energy transfer or by increasing interchromophore spacing.  

 

4.2 Additional Method Details 

4.2.1 Nanoparticle Preparation 

In addition to the CPN preparation and THF removal details given in Chapter 2.2, 

we validated the THF removal process further by assessing the batch-to-batch 

reproducibility of the fluorescence spectra, and fluorescence quantum yield of the 

aqueous nanoparticle samples. Four batches of nanoparticles were prepared using each 

polymer. The nanoparticle fluorescence spectra were identical in shape and peak 

emission wavelength for both polymers. The fluorescence quantum yield varied between 

4%-6% for PFBT CPNs, and remained constant at ~1% for MEH-PPV CPNs. The 

aqueous samples were vacuum filtered through a glass fiber prefilter to remove larger 

aggregates and a 0.1 µm PVDF membrane filter (Millipore). The fraction of polymer lost 

in the filtration process was typically ~10%, as measured by UV-vis. The resulting 

suspensions are clear (not turbid) and stable for months with no visible signs of 

aggregation. 

 

4.2.2 Swelling Procedure  
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In addition to nanoparticles in water and polymer in THF, swelled nanoparticle 

samples were prepared by diluting an aliquot of concentrated nanoparticle suspension 

with the appropriate volume of water, followed by slowly adding THF to produce 3 mL 

of suspensions with volume ratios of THF/water between 0.2 and 0.95. Each sample was 

gently agitated to ensure solution homogeneity. The sample absorbance was kept at or 

under ~0.05 (~0.02 for 95% THF). Samples were capped and the headspace purged with 

nitrogen in order to limit quenching and photobleaching by O2 (purging was limited to ~2 

minutes, in order to limit loss of THF). 

 

4.2.3 Picosecond TCSPC and Fluorescence Anisotropy Decay 

Picosecond fluorescence lifetimes and fluorescence anisotropy decay (FAD) were 

measured under nitrogen using a home-built setup for time-correlated single photon 

counting (TCSPC) spectroscopy operating in reverse mode. Frequency doubled pulses 

(420 nm) from a passively mode-locked Ti:Sapphire laser (Coherent Mira 900, 840 nm 

pulses, ~150 fs pulsewidth) were used as the excitation source for the nanoparticle 

samples. Fluorescence was collected perpendicular to the excitation source and passed 

through a 460 nm long pass filter, and a calcite Glan-Taylor polarizer (Thorlabs, GT10-

A) oriented either parallel (0°), perpendicular (90°), or at magic angle (55°) with respect 

to the vertically polarized excitation. All three polarization angles were utilized for 

anisotropy decay measurements, and magic angle polarizer orientation was adopted for 

excited state population decay measurements. The output of a single photon avalanche 

photodiode (APD, id Quantique, id100-50) was used as the start timing pulse for a time-
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to-amplitude converter (TAC, Canberra Model 2145), and the output of a fast PIN diode 

(Thorlabs, DET210) was used as the stop pulse, in a standard reverse-mode 

configuration.
95,119

 The excitation power was attenuated (between ~300 µW and 1 mW, 

typ.) to maintain a count rate of ~400 kHz as measured at the APD. The analog TAC 

output was digitized using a multi-channel analyzer (FastComTec, MCA-3A). Before and 

after each measurement an instrument response function (IRF) was measured using 

scattered excitation light from a dilute suspension of polystyrene microspheres. The 

width of the IRF was determined to be ~70 ps (fwhm). Typical peak signal-to-noise ratios 

(SNR) for each run were between 200:1 (80%-100% THF samples) and 500:1 (IRF and 

low-mid % THF samples). The reported information was collated from a total of two 

samples per concentration of THF, and 3-5 runs per sample. Intensity decays were 

collected for 5-20 minutes each to obtain the above mentioned SNR values, depending on 

the lifetime of the sample. 

 

4.3 Characterization of PFBT and MEH-PPV CPNs 

PFBT and MEH-PPV nanoparticles were prepared via a nano-precipitation 

method described previously.
97

 The chemical structures of PFBT and MEH-PPV are 

given in Fig. 1. Nanoparticle size distributions were determined via particle height 

analysis of several AFM images, and each histogram was constructed using >100 

particles (c.f. Fig. 4.1). The mean particle sizes were 14 ± 6 nm for PFBT CPNs and 9 ± 5 

nm for MEH-PPV CPNs, which are consistent with previous measurements.
165
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Fig. 4.1. (a) Chemical structures of PFBT and MEH-PPV. (b, c) Representative AFM 

image of PFBT CPNs with particle height histogram. 
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4.4 Effect of Solvent Composition on UV-vis and Fluorescence  

The UV-Vis and fluorescence spectra of PFBT and MEH-PPV as a function of 

solvent composition are given in Figs. 4.2 and 4.3. The absorption spectra of PFBT 

maintain a similar shape with increasing THF, with a ~5 nm total blue shift, and slight 

broadening of the sample spectrum in 100% THF. The emission spectra show a 

monotonic increase in fluorescence intensity with increasing THF, and the spectra also 

exhibit a blue shift ~5 nm with increasing THF. The absorption spectra of MEH-PPV 

maintain a similar shape as THF concentration is increased, though the 95%-100% THF 

spectra are narrower than the spectra of the other samples. The absorption peak of MEH-

PPV red shifts a total of ~15 nm from 0%-80% THF, and then blue shifts ~7 nm for the 

95%-100% THF samples. The emission peak blue shifts a total of ~40 nm as THF 

composition is increased, and it appears that from ~40% THF to 80% THF there are 

possibly two phases present in solution based on the increase in intensity of the ~560 nm 

shoulder on the spectrum, and the reduction in intensity of the ~600 nm shoulder of the 

spectrum, which correspond to isolated polymer chains and aggregate species, 

respectively as % THF increases. An approximate isosbestic point can be seen at ~580 

nm over the concentration range of ~60%-80% THF. 
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Fig. 4.2. Normalized absorption spectra of (a) MEH-PPV and (b) PFBT at varying volume % THF. 
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Fig. 4.3. (a, c) Absolute and (b, d) normalized emission spectra of MEH-PPV (top) and PFBT (bottom) at 

varying volume % THF. 
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The fluorescence quantum yields (are given in Fig. 4.4. The quantum yield of 

PFBT increases monotonically with increasing THF. However, MEH-PPV shows an 

initial intensity increase from 0%-20% THF, followed by the quantum yield staying 

relatively consistent from 20% to 80% THF, then increasing at higher % THF. The ~12% 

difference in quantum yield between the CPN samples in 95% THF and the dissolved 

polymers in THF is likely a statistical anomaly due to the uncertainty in the absorbance. 

While the fluorescence quantum yield remains relatively constant for MEH-PPV from 

20% to 80% THF, the relative contribution of the ~600 nm shoulder decreases steadily 

with increasing THF concentration, likely indicating that this feature is associated with 

aggregate species.  
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Fig. 4.4. Fluorescence quantum yield vs. THF volume fraction for (a) MEH-PPV and (b) PFBT. 
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One possible interpretation of the results outlined in Figs. 4.3 and 4.4 is that the 

coupling between transition dipoles is somewhat stronger for MEH-PPV as compared to 

PFBT. This is supported by the steady-state spectra, which exhibit a pronounced red-shift 

(in both absorption and emission) for MEH-PPV, while PFBT exhibits much smaller 

shifts. The lesser red shift in the absorption spectra of MEH-PPV as compared to the 

emission can be explained by a small  fraction of highly red-shifted J-aggregate species. 

This is consistent with the two-state picture of Barbara, et al., used to discuss the bimodal 

emission properties in single molecule spectra of both PFBT and MEH-PPV. In this 

picture, there is a minority aggregate state that exhibits weak, red-shifted emission, and 

acts as an energy acceptor to the other (unaggregated) chromophores.
153,176-179

 In the case 

of swelling, it is likely that swelling either disrupts aggregate formation, or that it reduces 

the rate of energy transfer to aggregate species, or both.  

 

4.5 Picosecond Time-Resolved Fluorescence Spectroscopy 

TCSPC obtained at magic angle to the excitation source was employed to measure 

the excited state decay kinetics of both CPN systems over the range of solvent 

composition. The trial functions employed during iterative convolution fitting analysis 

were single exponential, bi-exponential, and the Kolrausch-Williams-Watts (KWW) 

function or stretched exponential, given by , where  is the stretch 

parameter. Values for  are typically between ~0.3 and 1, where lower values correspond 

to a broader distribution of lifetimes, and  corresponds to a single exponential 

lifetime.
123

 The fits to all three trial functions converged for all samples. With exception 

))/(exp()( tAtI 
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of PFBT in THF, which was fit best by a single exponential, the remaining intensity 

decays fit poorly to a single exponential, with the residuals showing systematic deviation 

consistent with bi-exponential or multi-exponential dynamics. The representative 

intensity decays for each sample, along with the respective time constants and  versus 

THF volume fraction are given in Fig. 4.5. The lifetimes for both systems follow a 

monotonically increasing trend as THF concentration increases. The lifetimes of the CPN 

samples in water are shorter than previously reported (~270 ps versus ~700 ps previously 

for PFBT), which can be ascribed to a more complete THF removal. This explanation is 

also consistent with the reduced quantum yield (= 0.04 versus = 0.14 previously for 

PFBT CPNs).
42

  increases for both systems as the fraction of THF increases, beginning 

at ~0.3 for MEH-PPV in water and increasing monotonically to ~0.8 for MEH-PPV in 

THF, indicating an overall decrease in lifetime heterogeneity, though even in good 

solvent there is some heterogeneity. Similarly,  for PFBT increases monotonically from 

~0.6 for CPNs in water to unity in THF. A substantial decrease inis observed for PFBT 

from ~0.7 at 60% THF to ~0.3 at 80% THF, and is indicative of a dramatic increase in 

the width of the distribution of exciton lifetimes. This deviation from the trend of 

increasing  as % THF increases is hypothesized to be due to the presence of two distinct 

emitting populations with substantially different lifetimes at moderately high % THF, 

discussed further below. The overall trend of increasing  for both polymers is assumed 

to result from increases in equilibrium chromophore spacing as THF concentration 

increases, leading to the reduction of the rates of multiple energy transfer to quenchers. 

This picture is supported by prior results of dye-doped CPNs, where a reduction in  was 
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observed as additional quenchers (dyes) were introduced.
42

 The results of the bi-

exponential least-squares fitting analysis are discussed in greater detail below. 
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Fig. 4.5. (a, b) Normalized fluorescence intensity decays, and (c, d) lifetimes resulting 

from single exponential, bi-exponential weighted average, and KWW trial functions with 

stretch parameter insets) versus THF volume fraction for PFBT and MEH-PPV, 

respectively. 
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Volume 

Fraction THF 

MEH-PPV PFBT 

A1 1 (ps) A2  (ps) A1 1 (ps) A2  (ps) 

0 0.96 9 0.04 150 0.59 88 0.41 420 

0.20 0.93 14 0.07 180 0.51 260 0.49 940 

0.40 0.73 56 0.27 400 0.51 280 0.49 1000 

0.60 0.75 74 0.25 480 0.55 360 0.45 1400 

0.80 0.75 120 0.25 620 0.65 230 0.35 2700 

0.95 0.80 220 0.20 760 0.02 230 0.98 2900 

1 0.95 270 0.05 1300 0.01 270 0.99 2800 

 

Table 4.1. Summary of results of bi-exponential least-squares fitting to time-resolved 

fluorescence of MEH-PPV and PFBT CPNs, including weighted amplitudes (A1, A2) and 

individual exponential time constants (1). 

A summary of the bi-exponential least-squares fitting results is given in Table 4.1. 

For MEH-PPV, the larger time constant increases monotonically with increasing THF 

fraction, and the weighted amplitudes do not change appreciably except for MEH-PPV in 

100% THF where lifetime is characterized almost entirely by the short time constant. In 

contrast, the time constants remain approximately the same for PFBT between 80-100%, 

and the weighted amplitude corresponding to the long time constant increases from 80-

100% THF. Thus, the picosecond kinetics results perhaps suggest a two state-like 

equilibrium, in which swelled nanoparticles and isolated polymer chains coexist in 

varying ratios, within a limited range of THF concentrations. This hypothesis is further 
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supported by the anomalously low  observed for PFBT in 80% THF and is discussed in 

more detail below. 

Given the red-shifting of fluorescence emission in CPNs, it is assumed that chain 

collapse into nanoparticles leads to the formation of J-aggregate species. J-aggregation is 

typically accompanied by an increase in radiative rate due to an increase in the net 

transition dipole moment.
75,77

 With this in mind, the radiative rate of a given polymer or 

CPN sample was calculated using the fluorescence quantum yield and fluorescence 

lifetime by . While the uncertainty was too high to observe a clear trend, the 

radiative rate varied over a factor of ~2 for PFBT (~1.2×10
8
 s

-1
 to 2.5×10

8
 s

-1
) and a 

factor of ~4 (~3.0×10
8
 s

-1
 to 1.2×10

9
 s

-1
) for MEH-PPV over the range of THF 

concentration, indicating that transition dipole coupling between like chromophores in 

the nanoparticle phase is possibly stronger in MEH-PPV as compared to PFBT. 

 

4.6 Lattice Swelling Model  

In a dense, multichromophoric system, (incoherent) exciton transport can be 

described as a series of energy transfer steps to roughly equivalent neighboring 

chromophores, terminated by a quencher (e.g. a nonfluorescent chemical defect or red-

shifted, weakly fluorescent aggregate), or radiative or non-radiative relaxation to the 

ground electronic state. The rate of multiple energy transfer depends on the 

interchromophore spacing, which in the present case is determined by the amount of 

swelling in the CPNs (i.e. by the solvent composition). Forster’s model for exciton 

diffusion
44

 predicts that the exciton diffusion (i.e., multiple energy transfer) rate is 

exp/rk



 134 

increased at high chromophore densities, which in the present case corresponds to low 

concentrations of the swelling solvent. Furthermore, in the presence of quencher species, 

increased exciton mobility should result in a higher quenching rate, and increased 

chromophore density often leads to interchain interactions that give rise to the 

aforementioned aggregate species. Taken together, these phenomena result in increased 

quenching and faster decay kinetics in aqueous CPN suspensions compared to the 

polymers in good solvent. To test this picture, we have employed a discrete lattice 

approach using a numerical random walk algorithm in order to model the effect of 

solvent-induced swelling on exciton quenching and decay kinetics. Similar approaches 

were previously utilized to model exciton diffusion and energy transfer in dye-doped 

nanoparticles on a discrete cubic lattice, and to model fluorescence centroid fluctuations 

due to polaron motion on single CPNs. 
13,64

 Here, we represent the particle as a cubic 

lattice. Each lattice point represents one chromophore, with chromophore spacing 

determined using the chromophore number density npchromnp VNC / , where Nchrom is the 

approximate number of chromophores per nanoparticle, and Vnp is the particle volume. 

We can then determine the chromophore spacing as 
3/13/1 )/( chromnpnpnp NVCx  

. Each 

chromophore is assumed to consist of two monomer units, resulting in a chromophore 

density (for a 10 nm dia. spherical particle) of Cnp = 1.47 chromophores/nm
3
 with 

chromophore spacing of 0.9 nm for MEH-PPV CPNs, and Cnp = 0.61 chromophores/nm
3
 

with chromophore spacing of 1.2 nm for PFBT CPNs. This is in the range typically 

employed for modeling exciton diffusion behavior.
180

 Excitons undergo energy transfer 

between nearest neighbor chromophores (i.e., neighboring lattice sites), and the energy 
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transfer rate is set to reproduce the observed exciton diffusion length from previous work 

of LD = 12 nm, which is assumed for both polymers.
42

 The multiple energy transfer 

probability for a random walk in the absence of swelling is given by
2/2 npet xtDp  , 

where t is the time step, and D is the exciton diffusion constant given by , 

where  is the lifetime of the polymer in the absence of quenchers. We assume that the 

quenchers are of the “defect” variety, and do not arise from interchain interactions, thus 

the average number of defects per nanoparticle is taken as a constant. In neglecting the 

formation of interchain aggregate species as solvent quality decreases, we avoid the 

problems that arise from attempting to model interchain interactions in this rather 

complex system. Additionally, we are testing (to some degree) whether aggregate 

formation is required in order to explain the results, or if the results can solely be 

explained by changes in the rate of energy homotransfer due to swelling. 

At the time of this writing, detailed information about conjugated polymer 

nanoparticle swelling in THF/water mixtures was not available, though results are 

expected as part of an ongoing collaboration. As a temporary substitute, in order to obtain 

only a qualitative prediction of the effect of swelling on energy homotransfer, we assume 

that the swelling is similar to that of polystyrene (PS) particles, which are soluble in 

many of the same solvents as PFBT and MEH-PPV. As such, increases in the lattice 

spacing were estimated using particle sizing results obtained by Carson, et al. via optical 

microscopy on PS beads swelled with THF.
181

 A swelling factor, which accounts for 

increases in nanoparticle size as THF concentration increases, is determined by the ratio 

0

2 6/ DLD 

0
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of swelled and initial chromophore number densities by snpnps VVCCf //  , where Cs 

is the chromophore density of a swelled nanoparticle, Vnp is the nanoparticle volume in 

water and Vs is the swelled nanoparticle volume. This ratio varies between 0 and 1 where 

f = 1 corresponds to a close-packed nanoparticle or film, and 0 represents “infinite” 

swelling. With the assumption that swelling decreases chromophore density (increases 

chromophore spacing), the swelled chromophore spacing is defined as 
3/1/  fxx nps . 

The model quenching efficiency and  are relatively insensitive to the initial 

chromophore spacing (tested using 0.8 nm and 1.5 nm lattice spacing, holding all other 

parameters constant), provided the homotransfer rate is adjusted to give the same exciton 

diffusion length, in agreement with previous results.
42

 The model exciton lifetime is 

somewhat more sensitive to changes in lattice spacing, yielding a 20% difference in 

lifetime (however, assuming the homotransfer rate is scaled to reproduce LD regardless of 

initial chromophore spacing, an increase in lattice spacing leads to a reduction in ket, 

which would account for the greater differences in the model lifetime results). 

The exciton diffusion theory originally developed by Förster gives a differing 

definition for the diffusion constant than the one defined above, given instead in terms of 

the chromophore density, where D is proportional to 3/4C .
44,180

 Taking into account that 

the swelling factor f is derived from the ratio of chromophore densities, the multiple 

energy transfer probability pet was reduced by an adjusted swelling factor of 

3/43/4 )/( nps CCf  . Multiplying this factor by the initial energy transfer probability gives 

4)/( snpetet xxpp  . The time step size was adjusted so that prior to increasing the 
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interchromophore spacing, the energy transfer probability was between 1-5% per time 

step (though, the results are not appreciably affected by differences in time step for t  

between 1-10 ps). An integer number of quenchers are placed randomly on the lattice, 

each with a Förster-type quenching radius of 4 nm, similar to that of a perylene red dye 

molecule.
42

 The mean number of quenchers per nanoparticle was treated as a fit 

parameter by adding quenchers until the simulated exciton lifetime approximately 

reproduces the lifetime of CPNs in water, similar to the approach taken previously for 

estimating the effect of quenching defects in dye-doped CPNs.
42

 The grid spacing of the 

lattice was calculated for a 10x10x10 nm cubic particle, with the number of grid points 

given by 
33 )/( npnpnpnpgrid xddCN  , where dnp is the particle diameter, resulting in 

1331 grid points for MEH-PPV and 512 grid points for PFBT, in the absence of swelling. 

The fit procedure yielded 10 quenchers (in terms of dye equivalents) on average per NP. 

The greater number of quenchers per CPN than those previously reported for dye-doped 

PFBT CPNs (2.2 per CPN) can be ascribed to several differences, including the use of a 

discrete lattice model with fixed step sizes as opposed to a continuum model with random 

step sizes, and that a larger particle was assumed in this model. In addition, the Poisson 

distribution of quenchers has not been accounted for this model, which results in 

somewhat higher values for  (i.e., less lifetime heterogeneity) than previously reported. 

We neglected to include the effect of Poisson statistics on the system due to the quality of 

fit of the model results to the experimental results in its absence (discussed below). We 

have discussed the Poisson distribution of quenchers in detail in our previous work on 

dye-doped PFBT CPNs.
42
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At low to moderate THF concentrations, the model results match well to 

experimental intensity decay kinetics and quenching efficiency, the latter given by 

, where s and poly are the fluorescence quantum yields of the 

sample and the polymer in THF, respectively. The simulated quenching efficiency 

matches the experiment well up to 60% THF for PFBT, and up to 80% THF for MEH-

PPV (c.f. Fig. 4.6). The time constants obtained from the simulated intensity decays 

match experimental TCSPC fitting results well up to 20% THF for MEH-PPV and up to 

80% THF for PFBT. With exception of CPNs in 80% THF, is reproduced relatively 

well for PFBT. However,  is not reproduced very well for MEH-PPV, except for MEH-

PPV in THF (c.f. Fig. 4.7). The observed divergence between simulation and experiment 

outside of the aforementioned solvent compositions corresponds to the regions of 

moderate THF composition, where it is speculated that the polymer is in dynamic 

equilibrium between an aggregate and free polymer state, particularly between 40%-80% 

THF for MEH-PPV and 80% THF for PFBT. The poor agreement with experimental  

values for MEH-PPV is hypothesized to be due to the exclusion of correlated 

chromophore orientations and the Poisson distribution of quenchers in this model. 

Additionally, emission from a longer-lived aggregate state with charge transfer character 

or a partially oxidized species could be contributing to the complexity of the fluorescence 

decay.
76,182-184

 

  

)(1exp polys 
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Fig. 4.6. Comparison of simulated (blue) and experimental (black) (a) quenching efficiency, (b) average 

lifetime, and (inset) KWW stretch parameter ß versus THF volume fraction for MEH-PPV. 
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Fig. 4.7. Comparison of simulated (blue) and experimental (black) (a) quenching efficiency, (b) average 

lifetime, and (inset) KWW stretch parameter ß versus THF volume fraction for PFBT. 
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In this and previous work, it has been hypothesized that the reduced quantum 

yield, reduced fluorescence lifetime, and heterogeneous dynamics of CPNs relative to 

polymer in good solvent arises from quenching by chemical defects and/or hole polarons 

(which may result from oxidation or photogeneration).
42

 With the assumption that 

multiple energy transfer is a FRET-mediated process, it follows that the energy transfer 

efficiency to defect sites would depend upon the number of nearest neighbor 

chromophores, which is related to the (effective) dimensionality of the system. As an 

alternate perspective to the above lattice model calculations, the effect of dimensionality 

on quenching efficiency was investigated (using the PFBT parameters), by determining 

how quenching efficiency differs in isolated, one-dimensional chains of chromophores 

versus a 3D spherical particle.  

The information for a spherical particle is taken from the above experimental and 

simulated data for PFBT, in which the particle is assumed to be 10 nm in diameter, with 

quenching efficiency ~92%. The quenching radius Rq is taken from the simulations at 4 

nm. For the one dimensional case, an ensemble of linear chains is assumed, and the 

approximate integer number of chains per CPN (Nchain) is calculated from the relevant 

information for a spherical particle. The contour length of each chain is given by 

ccchain NLL  , where Lc is the 1D length of one chromophore (assuming C-C bond 

lengths similar to benzene, yields ~2.5 nm/chromophore), and Nc is the number of 

chromophores per chain. A number of Poisson distributed quenchers Nq are assumed 

whose quenching radii do not overlap. The total quenched contour length is calculated by  
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,                                                  (4.1) 

where the index n corresponds to the number of quenchers, and Nn is the number of 

chains in the ensemble containing n quenchers, and the quenching efficiency  is 

calculated by 

.                          (4.2) 

Equation 2 results in ~11% quenching efficiency for a one dimensional ensemble of 

PFBT chains, which supports the notion that even with the same quantity of quenchers in 

the system, quenching is greatly suppressed as the nanoparticle dissociates into free 

chains in solution. This also supports one assumption of our quenching picture for CPNs: 

that quenching by defects is greatly reduced in isolated, extended chains due to a drastic 

reduction in the rate of multiple energy transfer, which stems largely from the reduced 

number of nearest neighbor chromophores available for energy transfer in the 1D case, 

compared to the 3D case (two neighbors in 1D, versus six neighbors in 3D). This is 

reflected in the model results, as Förster exciton diffusion theory predicts the reduction of 

the energy homotransfer rate by an order of magnitude at the highest concentrations of 

swelling solvent. However, as is shown by the divergence of the model quenching 

efficiency and decay kinetics to the experimental results at high swelling solvent ratios, 

even an order of magnitude reduction in the rate of energy transfer is insufficient to 

accurately model the reduction in quenching efficiency and fluorescence decay rates for 

high THF ratios. Our proposed picture is further supported by previous modeling of 

linear polyenes by Beljonne et al., which shows that interchain exciton coupling weakens 

nq
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with increasing intermolecular separation, and as the chain length becomes larger than 

the intermolecular separation. In addition, it was shown that the magnitude of the 

intrachain transition dipole is increased with increasing chain length.
185

 Thus, as a 

particle swells and collapsed chains unfold, the excitonic coupling to interchain nearest 

neighbors is decreased, disfavoring 2D or 3D exciton transport, and the coupling to 

intrachain nearest neighbors increases, which favors 1D exciton transport. 

 Throughout these experiments, there have been several results which suggest that 

solvent-induced swelling can result in a two-state system at moderate THF 

concentrations. Bi-exponential lifetime analysis results for both polymers at moderate 

THF concentrations yield short time constants similar to the CPNs in water, and long 

time constants similar to the free polymer in THF. These time constants hold fixed for 

PFBT from 80% to 95% THF, only shifting in the weighted amplitudes of each (c.f. 

Table 1). The model results also significantly deviate from what is observed 

experimentally in the region of THF concentration where these phenomena are observed, 

which suggests that the lattice swelling picture alone is insufficient to describe the 

physics of the CPNs for moderate to high THF compositions, and it is likely that 

incorporating nanoparticle dissociation would result in better agreement. Additionally, 

the observed quenching of the polymer fluorescence in the aqueous solution can be 

ascribed to an increased rate of homotransfer from a majority of highly fluorescent, 

higher energy chromophores to a weakly fluorescent, red-shifted minority of aggregates 

that act as energy acceptors for both PFBT and MEH-PPV.
177-179

 Additionally, steady-

state fluorescence results show the red-shifted spectral signatures of the nanoparticle 
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phase in addition to the free (unassociated) polymer spectrum in moderately swelled 

MEH-PPV samples (Given the large molecular weight of MEH-PPV used, there are 

several possible dynamic equilibria that might exist at moderate THF ratios, such as 

dynamic intrachain aggregation and separation in a single unassociated chain, and/or 

dynamic re-association of an unassociated chain with a swelled  nanoparticle). While it is 

beyond the scope of this article to determine whether the system is indeed in a two-phase 

system, for now, it can only be speculated that perhaps the system exists as both isolated 

polymer chains and swelled nanoparticles coexisting in equilibrium, only within a fairly 

narrow range of THF concentrations.  
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Fig. 4.8. Anisotropy data for PFBT in 40% THF. (a) Intensity decays collected at 0° 

(green), 55° (red), and 90° (cyan) polarizer orientations with sample IRF (blue). (b) 

Anisotropy decay R(t) constructed from intensity data in (a). 
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4.7 Picosecond Fluorescence Anisotropy Decay (FAD)  

Time-resolved anisotropy measurements provide a means to probe energy homo-

transfer rates in CPNs, given the assumption that each energy transfer event prior to 

radiative decay slightly alters the polarization state of the exciton, leading to 

depolarization of the observed fluorescence photons. Fluorescence intensity decays 

collected at 0°, 90°, and 55° polarizer orientations relative to the vertically polarized 

excitation pulse were obtained via TCSPC (c.f. Fig. 4.8a). The resulting intensity decays 

were utilized to construct time-resolved anisotropy decays by the relation 

, where , . The 

process by which the anisotropy data is calculated from the fluorescence intensity decays 

at each polarizer orientation was adapted from a method by Fleming et al. and is 

described below.
95

 First, S(t) is determined from fitting the 55° data. The trial functions 

are single exponential for fluorescein in water and PFBT in THF, and KWW for all other 

samples. The parameters yielded from these fits ( , or , β) are then held constant 

and used as the first term of the trial decay for the 0° and 90° data. The second term in the 

trial decay function for the parallel (or perpendicular) data is given by a single 

exponential, so that the total trial decay function for a given sample is either a bi-

exponential or a summed KWW and exponential decay of the form 

,           (4.3) 

where the superscripts indicate polarizer orientations and the subscripts indicate the 

decay function (with analogous results for the 90° polarizer orientation). To account for 
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differences in signal-to-noise ratio between runs, an amplitude correction factor is 

calculated by 

  0

exp

055*0

exp / AAAA KWWKWW ,                (4.4) 

where the asterisk indicates the corrected amplitude, 55

KWWA  is taken from the 55° fit 

results, and 0

KWWA  and 
0

expA  are taken from Equation 4.3. The correlation time c is 

determined from a weighted average of the individual exponential time constants 

obtained from the corresponding fits to the intensity decays at 0° and 90° polarizer 

orientations by  

.         (4.5) 

To calculate the anisotropy decay, the 55° terms drop out in the numerator due to the 

subtraction of I0(t) and I90(t), yielding 
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Evaluating Equation 4.6 at t = 0 yields the limiting anisotropy , 
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
 .                              (4.7) 

Due to the short lifetime and rapid anisotropy decay for MEH-PPV, only MEH-

PPV in solution yielded a complete set of intensity decays usable for fitting analysis (r0 = 

0.07 c = 290 ps). The correlation time calculated from the fitting analysis does 

approximately match typical correlation times reported previously for MEH-PPV in 
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solution.
174,186

 The representative intensity decays and constructed anisotropy decay R(t) 

for moderately swelled PFBT CPNs (40% THF) are given in Fig. 8. For 40%, 60%, 95% 

and 100% THF, the r0 values calculated from the fitting analysis procedure are 0.18, 

0.08, 0.07 and 0.09, and the phenomenological correlation times, are 21 ps, 450 ps, 910 

ps, and 920 ps, respectively. Convolution fitting (using the constructed anisotropy decay 

and IRF at magic angle) of the anisotropy decay in Fig 8b to a single exponential yields 

an r0 of 0.14 and c of 60 ps, which are reasonably close to the fitting analysis results 

above. The differences in r0 and c resulting from convolution fitting of R(t) arise from 

the fact that the anisotropy decay in the absence of convolution distortion is not 

determined accurately by convolution fitting of R(t), unless c is much greater than the 

duration of the IRF.
95

 The increasing correlation times indicate that the anisotropy decays 

at a reduced rate with increasing % THF. The reduced rate of anisotropy decay with 

increased swelling is expected due to a reduced rate of multiple energy transfer resulting 

from increases in equilibrium interchromophore distance. The low (~2x to ~50x lower 

than the theoretical maximum of 0.4) values of r0 obtained from fitting analysis for both 

polymers suggest that either the absorption and emission transition dipoles are not 

parallel to one another, or that the time window we are able to observe is after some 

depolarization has already occurred. For CPNs, the correlation time constants obtained 

with Eq. 3 are hypothesized to represent the depolarization time due to multiple energy 

transfer exclusively (i.e., particle rotation in solvent can be safely ignored), providing a 

convenient means to probe the rate of exciton transport at each solvent composition. For 

PFBT CPNs in 40% THF (given that a more significant anisotropy decay is observed for 
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this sample), c from the fitting analysis is 21 ps, which corresponds to a multiple energy 

transfer rate constant ket of 4.8 10
10

 s
-1

. Compared to the free PFBT polymer in THF, 

with c ~900 ps, this corresponds to ket = 1.1 10
9
 s

-1
, which suggests that multiple 

energy transfer between equivalent chromophores is faster in the partially swelled 

particle state. 

Given that the model kinetics match experimental decay kinetics well at low THF 

concentrations, the approximate ket for CPNs in water was calculated from the model 

energy transfer probabilities by . The results of these calculations 

yield model rate constants of 2.0 10
11

 s
-1

 for MEH-PPV CPNs and 1.1 10
10

 s
-1

 for 

PFBT CPNs. The experimental ket values for the polymers in good solvent were 3.4 10
9
 

s
-1

 for MEH-PPV and 1.1 10
9
 s

-1
 for PFBT. This indicates that the energy transfer rate 

to six nearest neighbors (for the nanoparticles) is between ~10x and ~60x faster than the 

energy transfer rate to two nearest neighbors (for a linear polymer chain in solution).  

Upon examination of the experimental and model energy transfer kinetics for both 

polymers, it can be inferred that differences in multiple energy transfer rates have a 

significant impact on the related physical observables (fluorescence lifetime, fluorescence 

quantum yield, etc.) that impact device and imaging applications for a given polymer. 

The steady-state spectra for both polymers suggest that perhaps there is greater transition 

dipole coupling in MEH-PPV, implying that excitons are delocalized to a greater extent 

in MEH-PPV compared to PFBT, which provides a partial explanation for the increased 

rates of exciton transport seen in the model and FAD results for MEH-PPV. Given that 

the model results yield approximately the same number of quenchers per unit volume for 
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both polymers, it follows that if exciton transport is faster, then excitons would be more 

efficiently funneled to defect sites, which would help to explain the reduced fluorescence 

lifetime and quantum yield in MEH-PPV compared to PFBT. Therefore, it follows that 

polymers with higher exciton mobility would be well-suited for devices requiring fast 

transport (e.g. bulk heterojunction photovoltaics, since excitons would be more 

efficiently funneled to the heterojunction to undergo charge transfer). Following the 

hypothesis that higher transport rates increase quenching by defects, increased mobility 

would also suggest more efficient FRET to dopants, which might increase the overall 

luminescence yield in MEH-PPV CPNs for imaging applications (despite PFBT CPNs 

having intrinsically higher quantum yield, which would make PFBT ideal for applications 

requiring higher fluorescence quantum yield, such as OLED device applications or 

fluorescence imaging applications). 

Additionally, we seek to address the question of whether “interchain aggregates” 

are required to explain the differences between the optical properties of CP in solution 

versus in films and particles. While in some cases, there is some evidence for possible 

interchain aggregate species (for example, the highly red-shifted emission of MEH-PPV 

films and particles), the decay kinetics of the fluorescent excited state as well as the FAD 

results of CPNs with varying degrees of swelling are roughly consistent with model 

results that do not include formation of weakly-fluorescent aggregates. This model is 

based on a picture in which the number of quenching defects in a particle is not 

dependent on the degree of swelling (e.g., oxidized defects), and that the effective 

number of chromophores quenched per defect increases as the chromophore density 
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increases, due to the highly sensitive dependence of exciton diffusion length on 

interchromophore spacing. While this work does not rule out any increased quenching 

effect due to interchain aggregate species, it does lend some support to an alternative 

mechanism that could explain the differences between the spectroscopic properties of 

conjugated polymers in solution as compared to films or particles. 

 

4.8 Conclusion 

Steady-state and time-resolved fluorescence spectroscopic methods, in 

conjunction with a discrete lattice model were utilized to assess how decreasing 

chromophore density (resulting from solvent-induced swelling) alters the steady-state 

spectra, exciton decay rates, and multiple energy transfer rates in PFBT and MEH-PPV 

CPNs. For both polymers, the fluorescence quantum yield and lifetime increases with 

increasing THF concentration, reproducing the results for the free polymer at 95% THF, 

indicating that fluorescence quenching in CPNs is completely reversible through 

swelling. Analysis of the exciton decay kinetics for both polymers in addition to the 

fluorescence spectra of MEH-PPV indicates a possible dynamic equilibrium between 

aggregated and unassociated polymer at moderate THF ratios. A multiple energy transfer 

model incorporating quenching by defects yielded good agreement with experimental 

quenching efficiency and TCSPC results at low to moderate THF concentrations, which 

confirms the physical picture of reduced energy transfer to oxidized defects (ignoring 

interchain aggregation) with decreases in chromophore density. The model results 

yielded energy transfer rate constants over an order of magnitude higher for PFBT and 
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MEH-PPV CPNs compared to the experimental values of ket obtained via FAD for the 

corresponding polymers in THF, which explains the increased defect quenching for 

closely-packed chromophores. Calculations assessing how the dimensionality of energy 

transport affects exciton quenching by defects yield nearly an order of magnitude 

difference in quenching, indicating that quenching by oxidized defects is greatly 

suppressed in an ensemble of linear 1D chains compared to a 3D nanoparticle, which is 

supported by the adapted Förster theory in our model. The increased multiple energy 

transfer rate in MEH-PPV compared to PFBT elucidates an apparent tradeoff between 

exciton mobility and luminescence yield, which may be exploited for device and imaging 

applications. The results are consistent with an effective chromophore diameter of ~1 nm 

and an energy transfer time of ~5 ps to ~90 ps between neighboring close-packed 

chromophores.  
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CHAPTER FIVE 

CONCLUSIONS AND FUTURE DIRECTIONS 

 

5.1  A Systematic Investigation of Exciton Transport in CPNs 

 Throughout the experiments detailed in this dissertation, it has been our aim to 

systematically address several relevant questions regarding exciton transport in dense, 

nanoscale, multichromophoric systems such as CPNs. Given that defects are often 

unavoidable in aggregated polymer systems, it has been valuable to understand the role of 

defects and their effect on determining the exciton diffusion length for a given polymer. 

This was addressed by dye-doping and polymer blending to deliberately introduce 

quenchers into CPNs with known amounts of defect quenching. This strategy elucidated 

how ignoring defect quenchers can result in substantial underestimation of the exciton 

diffusion length in the absence of quenchers. For both doped systems, Monte Carlo 

simulations of exciton transport and energy transfer to a Possion distributed ensemble of 

defects and dopants were utilized to model the observed exciton decay kinetics from 

experimental fluorescence lifetime measurements, which in turn, led to the determination 

of the exciton diffusion length for PFBT in the absence of defects. In addition, modeling 

of polymer blended CPNs aided in determining that a dopant polymer is more likely to be 

in an open conformation when doped in an aggregate nanoparticle (rather than a more 

compact conformation) due to the high energy transfer efficiency from PFBT to the 

dopant polymer MEH-PPV. After determining the typical length scale of exciton 

transport in CPNs, the next problem was to determine how exciton transport rates are 
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affected by changes in interchromophore spacing, and to additionally determine how the 

effective dimensionality of exciton transport in CPNs affects defect quenching. This was 

accomplished using solvent-induced swelling methods. In addition to fluorescence 

lifetime measurements, fluorescence anisotropy decay measurements allowed for the 

calculation of exciton transport rates (for moderate to high THF concentrations). 

Additionally, a discrete lattice model that included changes in lattice spacing (i.e., 

interchromophore spacing) was utilized to model the effect of swelling on exciton 

transport rates and to determine effective chromophore size in PFBT and MEH-PPV 

CPNs (~1 nm), with good agreement between experimental and model results at low-to-

moderate THF concentrations. It is clear by the results of this work that an apparent 

compromise between fluorescence quantum yield and the rate of exciton transport exists, 

which can be taken advantage of in different ways depending on the desired applications 

for a given conjugated polymer system. 

 

5.2 Determination of the Intrinsic Exciton Diffusion Length in PFBT 

A novel approach was proposed for determining exciton transport parameters in 

conjugated polymers. Exciton dynamics of conjugated polymer nanoparticles doped with 

dyes were investigated by time-resolved fluorescence spectroscopy. Highly efficient 

energy transfer from the polymer PFBT to the dye perylene red was evident in the 

fluorescence spectra and excited state kinetics. Exciton transport parameters were 

obtained by fitting to a model that included the effects of Poisson statistics, nanoparticle 

size, exciton diffusion, energy transfer, and quenching by defects. The results indicate 



 155 

substantial quenching by defects, owing primarily to exciton diffusion, which can greatly 

increase the effective quenching volume of defects. Stern-Volmer quenching analysis of 

dye-doped CPNs yields a quenching constant of 37 per dye molecule, which corresponds 

to a perylene red quenching radius of 5.3 nm.  The substantially higher quenching radius 

obtained from Stern-Volmer analysis as compared to the calculated quenching radius of 3 

nm for the PFBT/perylene red pair supports the notion of exciton diffusion contributing 

to the observed quenching efficiency. We estimated the amount of quenching by defects, 

and included quenching by defects in our model and analysis, yielding an estimated 

exciton diffusion length of 12 nm and diffusion constant of 8.0x10
-9

 m
2
 s

-1
 for 

nanoparticles of PFBT. The results indicate that quenching by defects can lead to 

substantial error in determined exciton transport parameters (i.e., underestimation of LD 

by a factor of ~2), unless quenching by defects is properly taken into account in the 

analysis. The larger exciton diffusion length determined from the above analysis is 

promising for device applications requiring large exciton diffusion lengths, such as 

organic photovoltaic devices. Given that the analysis above results in an exciton diffusion 

length for a hypothetical defect-free material, for the aforementioned applications, 

strategies would need to be employed to reduce the contribution of defects to exciton 

transport (e.g. swelling methods to break up aggregate defects, or doping with reducing 

agents to minimize hole polaron quenchers). Additionally, the above analysis provides a 

general means for determining the defect density and exciton diffusion length (as well as 

the effect of defect quenchers on the measured LD) for materials that exhibit substantial 

fluorescence quenching in the aggregated state. 
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5.3  Investigating Exciton Transport Rates in CPNs Through Swelling 

Many key processes in conjugated polymers are strongly influenced by multiple 

energy transfer (i.e., exciton diffusion). We investigated the effect of solvent-induced 

swelling on the kinetics of multiple energy transfer in nanoparticles of the conjugated 

polymers PFBT and MEH-PPV. Multiple incoherent energy transfer events between 

equivalent chromophores results in loss of fluorescence polarization, which can be 

observed in the fluorescence anisotropy decay kinetics. Additionally, multiple energy 

transfer affects the rate of quenching by defects. We found that the rate of energy transfer 

between like chromophores is highly sensitive to solvent effects, occurring at a rate of 1.1

10
9
 s

-1
 for PFBT dissolved in THF, and 3.3 10

9
 s

-1
 for MEH-PPV dissolved in THF. 

In both moderately swelled and aqueous nanoparticle suspsensions of PFBT and MEH-

PPV, the rate of energy transfer is increased by a factor of 10-60 (with the highest energy 

transfer rates corresponding to MEH-PPV CPNs). A discrete cubic lattice model 

incorporating distance-dependent multiple energy transfer and quenching by defects was 

employed to elucidate the relationships between solvent-induced swelling, fluorescence 

quantum yield, and decay kinetics. The simulation results show good agreement with 

experimental results at low to moderate THF concentrations. The results support 

quenching by defects or polarons, amplified by multiple energy transfer, as a likely 

explanation for the typically low fluorescence quantum yield of conjugated polymer 

particles as compared to the free polymer in solution as well as similar effects observed 

in thin films. In addition, the effect of dimensionality on fluorescence quenching by 

 
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defects was determined by comparing a 3D spherical particle to an ensemble of 1D linear 

polymer chains with equivalent amounts of chromophores and defects. It was calculated 

that defect quenching is substantially reduced by ~80% in the 1D ensemble compared to 

a 3D particle, indicating that interchain exciton transport (or intrachain transport in folded 

chains) contributes substantially to quenching by defects. 

 

5.4 Future Prospects 

 There are several directions that have already been pursued or are currently being 

pursued to study CPNs further. It is beneficial to understand the details of charge-transfer 

complex formation, recombination, and transport in CPNs (i.e., polaron formation and 

polaron diffusion). Single molecule microscopy has been done previously to examine 

charge carrier transport in CPNs, but was restricted in the observable time scale (50 

frames/s).
64,73

 The previous results suggested that polaron dynamics were occurring at 

rates below the time resolution of the instrument. Work is currently being pursued to 

examine polaron transport on the sub-millisecond time scale, in an effort to better 

understand the rates of charge-transfer complex formation and recombination in CPNs, 

which are crucial to effective device performance. 

 Additionally, we may examine the effect of chain length on exciton dynamics and 

transport rates by investigating nanoscale oligomer aggregates via steady-state and time 

resolved spectroscopic methods. Some work has already been done on oligophenylene-

vinylene (OPV) and oligothiophene (OT) nano-aggregates by Spano, which suggests 

somewhat different excitonic behavior in the aggregated state. In particular, conjugated 
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oligomer aggregates seem to blue-shift (i.e., form H-aggregates) as opposed to the 

common red-shifting (J-aggregation) seen in conjugated polymer aggregates.
187

 However, 

it is also possible to form oligomer aggregates which display J-aggregate characteristics, 

188
 which would make oligomer nanoparticles of other monomer structures (e.g. 

oligofluorenes or oligo-FBTs) worth studying. For example, it could be of interest to 

determine at which chain length J-aggregation dominates over H-aggregation (and/or if 

mixed aggregation is observed). Another useful aspect to H-aggregation is that lifetimes 

are usually longer, which could lead to longer exciton transport due to the extended 

lifetime of the H-aggregate state, which could be probed using methods we have already 

employed using CPN samples. 
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