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Background

Method

Setup: A classification problem with instance 𝐱 ∈ 𝒳 ⊆ ℝ! and labels 𝑦 ∈ 𝒴 = [𝐾]. Data point (𝐱, 𝑦) has an 
attribute 𝑎(𝐱) ∈ 𝒜 but is inaccessible in training. 𝑔 ∈ 𝒢 is the combination of 𝑎 and 𝑦: 𝑔 = 𝑎, 𝑦 with total 
𝒢 = |𝒜|×|𝒴| groups. Given a VLM like CLIP, we compute 𝑍 = [𝐳", … , 𝐳#]$∈ ℝ#×! whose rows are the 

text embeddings of the 𝐾 class names: 𝐳& is derived from a prompt like ``a photo of a [CLASS]”.

Goal: Learn a function 𝑓 that minimizes the Balanced Group Error (BGE): "
𝒢
∑(∈𝒢 𝔼𝐱|([𝑦 ≠ argmax

,!∈𝒴
𝑓(𝐱),!]

Algorithm: Project-Probe-Aggregate (PPA)
Step 1: Project out class proxies. Let Π ∈ ℝ!×! be the projection operator onto the null space of 𝑍:

Π = 𝐼 − 𝑍$(𝑍𝑍$)."𝑍.
The biased model is 𝑓/ 𝐱 = 𝑊/Π𝐱. To account for class imbalance, we apply the loss adjustment loss to 
learn 𝑊/. Denote 𝝅 = [𝜋", … , 𝜋#] the class priors, we have

ℓ01 𝑊/ , 𝐱, 𝑦 = −ln 234(6" 𝐱 708𝝅)#
∑#!∈𝒴 234(6" 𝐱 708𝝅)#!

.

Step 2: Probe with group target. We identify minority groups that 𝑓/ misclassifies: 
L𝑎 𝐱 = 𝟏[𝑦 ≠ argmax

,!∈𝒴
𝑓/(𝐱),!],

where 𝟏[N] is the indicator function. Each training sample is augmented as (𝐱, 𝑦, L𝑎), with the group label L𝑔 =
(𝑦, L𝑎). Our PPA uses ℎ! 𝐱 = 𝑊!𝐱: 𝒳 → ℝ| <=| to predict pseudo group labels. Let Q𝜷 denote the group priors
and 𝜏 > 0 (hyperparameter), we propose group logit adjustment loss to achieve BGE:

ℓ>01 𝑊! , 𝐱, L𝑔 = −ln
234(?& 𝐱 7@08A𝜷)'(

∑(!∈ )𝒢 234(?& 𝐱 7@08A𝜷)(!
.

Step 3: Aggregate weights. The final debiased classifier aggregates the weights belonging to each class:
𝑓!(𝐱),= 𝐰,

$𝐱, where 𝐰,
$ = ∑(∈ C𝒢(,)𝑊!,(

• Adapting image-text foundation models remains challenging due to group robustness: low average test error 
but incur high risk on certain groups.

• Two trends: efficient fine-tuning, and no access to training group labels.
• For the first trend, we train linear probes. For the second trend, we follow the common failure-based 

debiasing, which first identifies minority groups by training a biased classifier. Then, a debiased model is 
trained using the inferred group labels.

• Two contributions: (1) Failure-based debiasing hinges on the biased model that overfits on spurious
features. We enhance bias by projecting out the class proxies from the input features, using the remaining
information for bias discovery. (2) We predict pseudo group labels and applies a group prior offset to correct
for imbalance. We prove the loss minimizes the balanced group error without heavy hyperparameter tuning.

Theoretical Justification
Removal of Class Proxies Amplifies Model Bias

Let 𝒄 denote the core features which are stable for predict target 𝑦 and 𝑠 be a spurious feature which is
correlated with 𝑦 in the training data, but the correlation fails during testing. 𝑛 observed features are stacked as
𝐶 = [𝐜", … , 𝐜E]$∈ ℝF×!and 𝐬 = [𝑠", … , 𝑠E]$∈ ℝF.

Full model: regression on the core and spurious 
feature.

𝐲 = 𝐶𝜶 + 𝛾𝐬 + 𝜺,

Projected model: Project 𝐶 to obtain b𝐶 = 𝐶Π, then 
regress on projected features b𝐶 and spurious features.

𝐲 = b𝐶c𝜶 + 𝛾G𝐬 + 𝜺G,
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where 𝜶, c𝜶, 𝛾 and 𝛾Gare weights. 𝜺 and 𝜺G are noise terms. Denote 𝐶H= 𝐶 𝐼 − Π . Let 𝐲H = 𝐶H𝜶 denote the 
contribution of the projected-out core features. Define 𝑀 = 𝐼 − b𝐶$( b𝐶 b𝐶$)." b𝐶, 𝐫𝐲+ = 𝑀𝐲H and 𝐫𝐬 = 𝑀𝐬. 
Proposition 1. The weight of the spurious feature after projection is

𝛾G = 𝛾 +
𝐫𝐬$𝐫𝐲+
𝐫𝐬$𝐫𝐬

Projecting out core features can make the model more susceptible to spurious feature: 𝛾G > 𝛾. Because the 
spurious feature 𝑠 is naturally positively correlated with 𝐲H in the space of 𝑀, i.e., 𝐫𝐬$𝐫𝐲+ > 0 (Step 1).

Group Classification and Aggregation Mitigate Spurious Correlation 
Proposition 2. Let 𝒢(𝑦) denote the set of groups with class label 𝑦, i.e., 𝒢 𝑦 = 𝑔 = 𝑦G, 𝑎 ∈ 𝒢 𝑦G = 𝑦 . Let
𝜷 denote the group priors, i.e., 𝜷( = ℙ 𝑔 . The prediction:

argm
,∈𝒴

ax 𝑓∗(𝐱), = argmax
,∈𝒴

g
(∈𝒢 ,

(ℎ 𝐱 − ln𝜷)(

is Bayes optimal for minimizing the balanced group error.
Guided by the proposition, we enforce group prior offset while learning the group classifier ℎ! 𝐱 which is our
group adjustment loss ℓ>01 (Step 2). Since ℎ! is linear, summing over the output-space is equivalent to
aggregating in weight-space, eliminating the overhead of group inference (Step 3).


